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Abstract

This thesis aims to tackle the numerical modelling of oil entering the ocean
from subsurface sources, such as drilling well blowouts or pipeline failures. We
present a single-phase oil model, devoid of a gaseous component. We designed
and implemented a new Python-based near-field plume model, where buoyant oil
forms a coherent plume by maintaining a self-similar structure along the vertical
upliftings. One of the original contributions of this thesis is the coherent definition
of the essential plume variables and the equations of the coupled water-oil system.
The near-field component is based on an integral Lagrangian elements plume
model and is validated using laboratory-scale and real-scale experiments in the
North Sea. A sensitivity analysis on the experimental coefficients characterising the
entrainment has been developed, achieving a good fit with in-situ data.

After the plume reaches a terminal level—due to loss of momentum from the
source and loss of buoyancy due to ocean stratification—a far-field stage ensues,
characterised by the dispersion of individual oil droplets by ocean currents and
eddy-turbulence. The far-field initial condition is the final state of the near-field,
where the plume element dissolves into oil parcels. The near field oil and water
mixture at the terminal level is seamlessly connected to the horizontal and vertical
spreading of the mixture. The far-field component is based on a Lagrangian Particle
Tracking model (OceanParcels), where we incorporated a vertical component into

the basic advection-diffusion problem. Size-dependent buoyancy results in the
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formation of distinct clusters with varying resurfacing times.

The newly created plume model and the far-field model, both Python-based, are
unified under the name UWORM (UnderWater Oil Release Model). Both the
near- and far-field components use as input 3D ocean state data provided by the
Copernicus Marine Service (currents velocity, temperature, and salinity fields).
Uncertainties in the two modelling components are discussed and highlighted for
future work. In the near-field phase, uncertainties primarily concern the choices
made for the entrainment parametrisation, as well as the input ocean data. It is
shown that ocean currents play a role in the plume’s trajectory while stratification
influences the terminal level. In the far-field, uncertainties include the resolution of
input ocean currents and the chosen eddy diffusivity parametrisation. Moreover, as
size impacts the overall buoyancy, the droplet size distribution plays an important

role in the total volume of oil resurfaced.
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Chapter 1

Preface

This thesis endeavors to contribute to the field of oil spill studies in the ocean,
focusing specifically on subsurface accidents. Before delving into the complexities
of subsurface spill modelling, Section 1.1 provides a comprehensive overview of
oil spill pollution at sea, both surface and subsurface. In Section 1.2 the thesis

objectives and outline are presented.

1.1 Marine oil spills: subsurface risk

Oil plays a crucial role in climate change. Globally, the oil industry significantly
increases greenhouse gas emissions, while locally, accidental oil spills exacerbate
marine environmental degradation. The problem of oil pollution in marine environ-
ments, along with its regulatory framework, has a long history. From 1907 to 2014,
more than 7 million tons of oil were discharged into the environment through
over 140 significant spills, resulting in economic, environmental, and public health
issues (Etkin and Welch, 1997). Originating in 1954, the primary global frame-
work addressing oil pollution from ships is the International Convention for the

Prevention of Pollution from Ships, MARPOL 73/78 (IMO, 1983). Notably, Annex

1
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I (Regulations for the Prevention of Pollution by Oil) has played a pivotal role in
averting oil pollution, with the 1992 amendments mandating double hulls for new
oil tankers. Recognising the urgent need to preserve marine life, the United Nations
(UN) 2030 Agenda for Sustainable Development has incorporated the conservation
of ocean life and the prevention of marine pollution, including oil, into Sustainable

Development Goal 14, "Life Below Water" (UN, 2015).

Despite concerted efforts, oil continues to infiltrate the world’s oceans through
various channels, including shipping, ship-based activities, accidental spills, in-
tentional discharges, land-based sources and natural oil seeps (NA, 1985). This
results in ecological damage, ranging from immediate catastrophic effects to longer-
term, lethal impacts. Over the years, different institutions have acknowledged
the imperative to assess the overall volume of oil injected into the ocean. Several
databases have been built, both at regional (in the Mediterranean area (EMSA,
2021), (REMPEC, 2018)) and global scale (ITOPF, 2022). The relative significance
of primary sources, such as leaking pipelines, tanker collisions, and blowouts from
drilling rigs, has experienced shifts. Furthermore, military operations and natural
disasters like earthquakes and hurricanes have emerged as notable sources of oil
spills, presenting a threat to various infrastructures, including oil refineries, power
plants, fuel containers, and pipeline networks. The average estimated total oil
entering worldwide marine waters for the years 1975-1999 was ~1,271 ktons/yr,

where the distinction by source type is provided in Table 1.1 (Polinov et al., 2021).

Oil spill modelling in the ocean focuses on spills associated with petroleum
transportation, ranging from tanker accidents (primarily resulting in surface spills)
to pipeline failures (occurring either at the surface or subsurface) and spills related
to petroleum extraction (occurring beneath the surface). Apart from naturally
caused spills and human caused illegal discharges, tankers have historically been
the predominant sources of oil spills. Incidents related to tanker accidents are

extensively documented. On the other hand, comprehensive databases for pipeline
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1.1 Marine oil spills: subsurface risk

Source ktons/yr %
Natural Seeps 600 | 47%
Extraction of petroleum 38 3%
Transportation of petroleum Pipelines 12 1%
Tankers 100 8%
Illegal discharges 36 3%
Others 5 0%
Consumption of petroleum  Illegal discharges 281 | 22%
Others 199 | 16%
Total 1271 | 100%

Table 1.1: The average annual contribution of main sources of petroleum in kilotons per year

(ktons/yr) entering worldwide marine waters for the years 1975-1999 (Polinov et al., 2021).

failures and blowouts are not readily accessible. Blowout accidents, in particular,
are rare events, even though they may involve high spillage volumes.

Data on tanker spills is shown in Figure 1.1, with an overall reduction in the
number of medium (7-700 tons) and large spills (> 700 tons). The most significant

tanker-related accidents worldwide since 1967 are reported in Table 1.2.

Year | Vessel Location Tons
1979 | Atlantic Empress Tobago, West Indies 287,000
1991 | Castillo de Bellver | Angola 260,000
1978 | Amoco Cadiz Brittany, France 223,000
1991 | Haven Genoa, Italy 144,000
1988 | Odyssey Nova Scotia, Canada | 132,000
1967 | Torrey Canyon Scilly Isles, UK 119,000
2018 | Sanchi East China Sea 113,000
1996 | Sea Empress Pembrokeshire, Wales 72,000
2002 | Prestige Galicia, Spain 63,000
1989 | Exxon Valdez Gulf of Alaska 37,000

Table 1.2: Major oil spills due to tanker accidents from 1976 to 2022, data from (ITOPF, 2022).
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Since the 1980s, there has been a significant reduction in the total discharged
oil for incidents related to tankers (ITOPF, 2022). While the overall count of spill
events has remained relatively stable, the amount of oil released in each individual
spill has decreased. This positive trend can be attributed to both a reduced number
of tanker accidents and improved security measures. These measures include
the Global Positioning System (GPS) for vessel tracking and the “Double Hulls”
convention adopted by the IMO’s Marine Environment Protection Committee in

1992 (Huijer, 2005).

120
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Number of medium (7-700 tonnes) and large (>700 tonnes) tanker spills, 1970 -2022

Figure 1.1: Number of medium (7-700 tons) and large (>700 tons) tanker spills within 1970-2022.

As for subsurface oil spills, distinct considerations come into play. The develop-
ment of offshore oil and gas structures strategically focuses on specific geographic
areas that house substantial oil fields. Figure 1.2 illustrates the primary offshore

structures in regions such as the Gulf of Mexico, North Sea, areas off California, off
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1.1 Marine oil spills: subsurface risk

the coast of Brazil, Nova Scotia, and off Atlantic Canada. Approximately 33% of
the total global crude oil production originates from offshore sources. In the early
2000’s, the global offshore oil and gas industry boasted over 6,500 installations,
with 4,000 located in the United States (Gulf of Mexico), 950 in Asia, 700 in the
Middle East, and 400 in Europe (Harris, 2016). Regarding the pipelines infras-
tructure, the preponderance of facilities is concentrated in the North Sea and the
Gulf of Mexico (refer to Figure 1.3). According to (GESAMP, 2007), the estimated
annual oil discharge from marine pipelines has increased over the past 50 years,

with an average 2,800 tons/yr.
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Figure 1.2: Offshore oil and gas platforms (red areas), data from Lujala et al. (2007), mapped
through QGIS software.

The rise in pipeline-related spills can be attributed to various factors. Not only the
overall pipeline infrastructure has expanded, but aging, inadequate maintenance
and military operations played a role. Sabotaging has resulted in increased pollu-
tion in regions such as Arctic Russia, Niger Delta, and the Amazon (Jernelov, 2010).
A major spill of 14,000 tons of oil occurred in Tarut Bay, Arabia, in 1970, due to a

rupture of a coastal pipeline. Large pipeline spills also occurred in 1998 in both
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Nigeria and Brazil. In 2005, more than 22,000 tons of oil were spilled in the Gulf
of Mexico and near-shore areas from multiple sources due to Hurricane Katrina.

Regarding spills from well blowouts, the estimated annual oil release from offshore
exploration and production is approximately 10 times higher than from pipelines
(~ 20,000 tons/yr) (GESAMP, 2007). Furthermore, continuous advancement of
technologies related to well exploration and deep-source production has lead to

the relocation of rigs to progressively deeper and riskier waters (Kark et al., 2015).
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Figure 1.3: a, Offshore marine pipeline infrastructure of British domain in the North Sea, from

data in (NSTA, 2023); b, Offshore marine pipeline infrastructure in the Gulf of Mexico, from data in

(NOAA, 2023); plotted with ARCGIS.
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In fact, even if less frequent, blowout accidents are generally more catastrophic
than tanker accidents. In the Gulf of Mexico, two remarkable blowout accidents
took place. In 1979, the Pemex (Petréleos Mexicanos) platform exploded while
drilling an exploratory well in Bahia de Campeche in the Gulf of Mexico, at a
shallow depth of ~ 50 m. The spill from the “Ixtoc I” oil well was capped only nine
months later, with a total loss of 475,000 tons oil (Jerneloév and Lindén, 1981).
Thirty-one years later, on April 20th 2010, the BP Deepwater Horizon offshore
drilling rig exploded, leading to a catastrophic release of oil and gas into the sea.
The well position was this time at the remarkable depth of ~ 1500 m (Lehr et al.,
2011). The spill lasted 87 days, during which an estimated 690,000 tons of oil
went into the ocean, at an average rate of 8,000 tons/d (Camilli et al., 2012). The
depth of the discharge and the particular ocean conditions favoured the formation
of subsurface intrusion levels, where oil droplets were trapped for months (North
et al., 2011).

Success in managing oil spills relies on prompt detection achieved through radars,
optical sensors from airplanes and satellites, and on-site measurements (Marta-
Almeida et al., 2013). Effective monitoring techniques are crucial for aiding spill
remediation by enabling early detection of slicks, assessing oil properties, estimating
spill size, and predicting the movement of oil. Another key factor is accurately
forecasting the spill evolution over time. Over the last few decades, there has
been a growing interest in predicting particle trajectories in the sea, involving
both theoretical development (Haller, 2002; Berti et al., 2011) and operational
numerical models. This process extends beyond oil to pollution forecasting in
general, encompassing plastic (Lange and Van Sebille, 2017; Liubartseva et al.,
2018; Zambianchi et al., 2017), as well as biogeochemical cycles (Palatella et al.,
2014).

In the framework of oil entering the ocean, numerous models have been developed

with the aim of predicting the slick evolution. Notable examples include: Oil Spill
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1.1 Marine oil spills: subsurface risk

Contingency and Response (OSCAR) (Reed et al., 1995) coupled with the subsurface
model DeepBlow from SINTEF (Johansen, 2000), the Spill Impact Model Applica-
tion Package/Oil Modelling Application Package (SIMAP/OILMAP), coupled with
the subsurface model OILMAPDeep (https://www.rpsgroup.com/services/oceans-
and-coastal/modelling/oilmap/), the GNOME/ADIOS model, coupled with the
subsurface model TAMOC from NOAA (Lehr et al., 2002), the model TESEO (Sotillo
et al., 2008; Chiri et al., 2020), the model MOHID (Fernandes et al., 2013), and the
model MOTHY (Daniel et al., 2003). Others do not include the subsurface plume
component such as the OILTRANS model (Berry et al., 2012) and the MEDSLIK-II
model (De Dominicis et al., 2013a,b).

MEDSLIK-II is a community model developed and maintained by an international
consortium, with the EuroMediterranean Centre on Climate Change (CMCC) being
a member. This open-source model provides predictions on surface advection by
currents of variable horizontal resolution, diffusion by sub-grid turbulence, and
fate, including evaporation, spreading, and dispersion beneath the surface.
Following detection and forecast, it is necessary to implement countermeasures,
which include physical, chemical, and biological interventions (Li et al., 2016).
Among chemical measures, dispersants reduce the size of oil droplets, a contro-
versial practice as it facilitates biodegradation but may have long-term effects due
to increased particle persistence and dispersant toxicity (Michel, 2008). When
applicable, bioremediation accelerates the degradation rate by introducing nutri-
ents, microbes, and/or surfactants and can significantly reduce the volume of oily
wastes.

Following the description of historically relevant subsurface accidents, which pro-
vides context for this work, we will present an overview of the main physical
processes that need to be modelled after a subsurface oil release, along with the

thesis motivation.



10

1. Preface

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

1.2 Thesis objectives and outline

Following a subsurface oil spill, it is imperative to address specific inquiries, includ-
ing the determination of the location and timing of oil emergence at the surface, as
well as establishing the likelihood of such occurrences. The objective of this work is
to design and implement a new numerical model for subsurface oil releases, aiming
to provide comprehensive answers to these critical questions. In a recent review by
Socolofsky et al. (2016), the modelling of subsurface spills encompasses multiple
aspects, each constituting a distinct field of research and presenting its own unique

challenges:

* Qil droplets size distribution
* Near-field plume dynamics

* Intrusion layer formation

Far-field oil evolution

Upon discharge, the formation of oil droplets depends on inflow characteristics and
ambient conditions (Figure 1.4). Subsequently, oil droplets ascend in a coherent
and self-similar structure during the near-field phase. Generally, oil droplets and
gas bubbles form a multi-phase plume. Additionally, double plumes are commonly
seen in stratification, featuring an inner rising flow and an outer descending
flow. Initiated by the combined effects of pressure-driven release momentum and
buoyancy, the plume continuously entrains ambient seawater through turbulent
shear vortices at its edge, which alters the overall buoyancy. The plume also
entrains water due to the transport by currents, which simultaneously affects the
plume’s momentum and causes bending. In scenarios of ocean stratified conditions,
the near-field phase could end at a terminal level under the surface. Conversely, in

shallow waters or under weak stratification, the near-field region could extend to
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the ocean surface. The near-field terminal level marks the transition to a far-field
regime. The volume of oil and water mixture is then represented by different
size droplets that are subject to advection and diffusion by ocean currents and
size-dependent buoyancy. Thus, the droplet size distribution does not impact the
near-field phase, while becomes critical in the far-field phase.

The aim of this work is to design a new plume model for subsurface releases, for
which a theoretical framework is established. The lack of such a framework halted
the definition of a full set of equations to describe the near-field evolution of an
oil and water mixture. The evolution follows a set of coupled prognostic (5) and
diagnostic (10) equations for the essential model variables. This framework allows
for a new analytical definition of the terminal level and better parametrisations of
entrainment, which is a key process in the near-field evolution.

The final outcome of this work is an open-source Python-based near-field model that
can be easily adapted to different subsea spill scenarios and coupled with far-field
advection diffusion models (e.g., Medslik-II). To our knowledge, this capability is
not currently available. For the sake of completeness, we included in this work the
other three aspects discussed in Socolofsky et al., 2016. In this thesis, our near-field
model is coupled with the far-field (subsurface) advection-diffusion model, which is
a Lagrangian Particle Tracking model so-called OceanParcels. The coupling between
the near and far fields is implemented, and buoyancy behaviour is added to the
oil parcels according to a realistic droplet size distribution. From the work done in
this thesis, a complete simulation from a subsurface spill to the ocean surface can
thus be performed.

Both the plume model and the Lagrangian particles model are driven by the ocean
fields (currents, temperature and salinity) from the Copernicus Marine Service

products.
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Figure 1.4: Schematic representation of a subsurface spill event with typical length L and time T
scales. The near-field region (L ~ 10-500 m, T' ~ 1-10 min) depicts the collective ascent of oil in a
plume, concluding with subsurface intrusion. In the far-field region, individual oil droplets rise to

the surface (L ~ 100 m - 10 km, 7" ~ 1-20 hr). (Premathilake and Khangaonkar, 2019).

This work is organised as follows. Chapter 2 provides a comprehensive review
of state-of-the-art near-field plume models. These models, rooted in dimensional
analysis techniques or resolving fluid dynamics equations through Eulerian or
Lagrangian formulations, are critically examined.

In Chapter 3, we introduce the near-field plume Lagrangian model. The chapter
delves into the model’s variables and equations, introducing a novel definition for
the oil and water mixture state equation. We explore shear and forced entrainment
formulations, emphasising their distinct roles in plume evolution. A numerical
workflow has been implemented to solve governing equations and update relevant
parameters. The plume encounters various regimes, in alignment with existing
literature. Model validation is achieved through both laboratory-scale data and a

real-case scenario.
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Chapter 4 delves into the far-field stage, presenting the coupling between the
near-field plume phase and the far-field advection-diffusion phase. This allows for
the resurfacing forecast of the spill, predicting the time and location of slicks. The
concluding case study, in the final section, focuses on a hypothetical well blowout
event in the Adriatic Sea. The simulation encompasses both near and far-field

dynamics, providing realistic results.






493

494

495

496

497

498

500

501

502

503

504

505

506

507

508

509

510

Chapter 2

Literature review of plume models

2.1 Introduction

The hydrodynamics of effluent continuously discharging into a receiving body of
water can be comprehensively understood by considering two distinct regions: the
near-field and the far-field. In the near-field region, located close to the release
point, the initial jet characteristics, including momentum flux, buoyancy flux, and
outfall geometry, significantly influence the trajectory and mixing of the turbulent
plume (Lee et al., 2003; Yapa and Li, 1997; Doneker et al., 1990; Milgram, 1983).
As the turbulent plume travels away from the source, entering the far-field region,
the influence of the source characteristics diminishes, and external conditions in
the ambient environment take control of the plume’s trajectory and dilution (So-
colofsky et al., 2008). This far-field region is characterised by buoyant spreading
motions and passive diffusion due to ambient turbulence (Yapa et al., 1999). In the
transition between the near and far fields, intermediate lateral spreading occurs
(Akar and Jirka, 1994).

Within the near-field phase, discharged particles, such as oil droplets and gas bub-

bles, rise collectively in a coherent structure known as the “jet” stage. This phase

15
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is primarily driven by the initial pressure discharge momentum. Subsequently, in
the“plume” stage, buoyancy becomes a secondary source of momentum, dominat-
ing both in time and space. The seamless transition between the jet and plume
stages allows the term “buoyant jet” to be interchangeably used.

Immediately after the discharge, the jet flow becomes unstable at its boundary
and breaks down into turbulent motion (boundary-layer nature of the flow). The
shear between the two interacting fluids leads to the formation of mixing and
turbulent eddies, with the size typically increasing with distance from the source.
This favours the entrainment of ambient water into the plume, affecting overall
pollutant dilution, momentum, and determining the trajectory (Morton et al.,
1956). The interaction with the boundary ambient water, ambient ocean currents,
and water column stratification also determines the evolution. All these factors
contribute to the final asymptotic state, deciding whether the plume will reach the
surface or be trapped at some depth.

The coherent structure observed in buoyant plumes within the near-field has led
to the adoption of “integral ” models within the scientific community. Rather
than individually describing oil droplets and gas bubbles, these models provide a
coarse-grained perspective on their collective behaviour. The foundation of these
models rests on the assumption that jet properties, such as velocity and pollutant
concentration, maintain a self-similar structure along the jet trajectory, allowing for
integral representation. As a marginal note, the self-similarity hypothesis applies
after a certain distance from the release point. If D is the nozzle diameter, the Zone
Of Flow Establishment (ZOFE < 10 D), represents a region where the flow still
exhibits unsheared profiles, and steady turbulent flow has not been established.
Empirical observations indicate that within the ZOFE, cross-sectional profiles of
plume properties (axial velocity, density, pollutant concentration) are chaotic, while
in the Zone of Established Flow (ZOEF > 10 D), a bi-variate Gaussian profile
emerges (Doneker et al., 1990; Lee et al., 2003).
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This chapter provides a comprehensive review of near-field integral plume models.
While the initial models classified plume motion based on dimensional analysis
assumptions, state-of-the-art models solve a parametrisation of the overall fluid
dynamics equations, reducing the 3D problem to a 1D problem. These generations
of models apply a parameterisation to the two-fluid dynamics by treating the plume
as an integral object that interacts with the ambient environment, entraining sea-
water along its evolution.

Nonetheless, integral models have some limitations, such as simulating the detrain-
ment of oil out of the plume. Although this work does not delve into this framework,
it is worth mentioning that Large Eddy Simulation (LES) has been applied to oil
and gas plumes (Yang et al., 2016a,b). Unlike integral models, LES models do
not rely on self-similarity. Instead, they use Computational Fluid Dynamics (CFD)
techniques to solve hydrodynamics equations for the two fluids, incorporating
closure assumptions for small-scale turbulent processes.

This chapter is dedicated to oil plume models and is structured as follows. In
Section 2.2, we describe models based on dimensional analysis. Then, we focus on
integral single-phase models: in Section 2.3, we review plume integral models in
the Eulerian framework, and in Section 2.4, we examine them in the Lagrangian
framework. In Section 2.4.1, we discuss the basic features of oil and gas models
(double-phase), covering shallow to deep-water conditions. Finally, a schematic

summary of the discussed plume models is given in Section 2.5.
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2.2 Models based on dimensional analysis

Some modelling strategies involve the classification of plume evolution into differ-
ent outcomes, based on information about initial and boundary conditions. One of
the pioneering models employing this approach is CORMIX (Doneker et al., 1990),
which utilises dimensional analysis techniques. See for example (Panos and John,
1988). We introduce dimensional analysis applied to plume problems, offering a
general method to predict plume behaviour and provide insights into the evolution
from initial and ambient conditions. It serves as a versatile first approximation
applicable to any subsurface oil spill event. Insights into dimensional analysis are
in Chapter 3.

As in Figure 2.1, we define a local coordinate system along the jet trajectory, where
the velocity is v, the jet density is p, the density difference with the ambient fluid is
Ap = p, — p, where p, is the ambient fluid density. The ambient ocean currents are
U, and stratification is expressed through the Brunt-Viisila frequency N? = —%‘%,
where ¢ is the gravitational acceleration and z the depth, defined as in Figure 2.1.
These properties allow to define the volume flux (), the momentum flux M and
the buoyancy flux B along the trajectory, where A is the cross-sectional area of the

plume and 7 is the normal versor:

(7-n)dA 2.1

Ap/pa g (T-n)dA (2.3)

o
A

M= / pii (5 7)dA (2.2)
A
/
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Figure 2.1: Schematic representation of a jet. A global (z,y, z) and local (2,4, ') coordinate
systems are defined, with jet velocity v, density p, radius b. The ambient currents 7, bend the jet

and entrain seawater of density p,.

Assuming uniform flow distribution at the release nozzle of radius b,, we can write

the initial conditions for the fluxes:

Qo = "U()?Tb(z) (24)
My = Qovy (2.5)
By = QoAp/pag (2.6)

Any variable ®, such as the jet velocity or density or pollutant concentration
depends on a limited set of variables related to the initial and boundary conditions

(Socolofsky and Adams, 2002) :
o = f(Q07 M07 BO) Va, N27 Z)

Assuming that the entrainment is proportional to the distance z (Lee et al., 2003),
the velocity in the jet phase is dependent, by definition, on the release momentum
and distance from the source: v; = g(M,, z). A dimensional analysis of the involved

variables leads to the jet velocity in terms of power laws v; o M& /2,71, A similar
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approach determines the velocity in the plume phase vp Bé/ 3,71/3. A buoyant
plume is generally driven by a limited set of factors. These drivers are the initial
release momentum (intensity and direction), the buoyancy, the ambient ocean

currents and stratification effects, as shown in Figure 2.2.

without with
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Figure 2.2: Drivers acting on a fluid release into another: initial momentum (direction and

intensity), buoyancy, column stratification, cross-currents.

Each driver is responsible for a specific regime in jet-plume evolution. As previously
noted, a jet momentum-driven phase is typically succeeded by a plume buoyancy-
driven phase. Subsequently, the dominance of stratification effects or cross-current

effects depends on their respective intensities. We can determine the transition
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heights from one regime to another via dimensional analysis:
Lyp ox M / 4B(1)/ 2 Jet-Plume transition (2.7)
Lja x MO1 /2 [Va Jet-Ambient Currents transition (2.8)
Lpa x By/ vi Plume-Ambient Currents transition (2.9)
Lys o< My N='/? Jet-Stratification transition (2.10)
Lpg Bé/ N34 Plume-Stratification transition (2.11D)

It is experimentally found that the end of the plume regime due to stratification is

Lps =4 BY*N-3/1,

We show how dimensional analysis can be applied to the Deepwater Horizon spill.

The spill consisted of both gas (23%) and oil (77%) (Camilli et al., 2012), however
data for the oil component is available in literature. With the purpose of applying
this method, we consider a similar DWH but with oil only, assuming that the oil-gas
interaction is negligible. This is not a realistic assumption on the DWH spill (where
the gas actually increased the overall plume buoyancy), but we find it useful to
show potential application and comparison with real oil-and-gas data.

The initial and boundary conditions relatively to the broken riser source and the oil

component are in Table 2.1. The oil release velocity v,-0il is calculated from the oil

volume flux Q,; = 0.074 m3s~! and the broken riser radius b, (Camilli et al., 2012).

2o(m) ‘ 20o(m) ‘ vp-oil(m s71) ‘ poi(kg m™?) ‘ pao(kg m™?) ‘ v,(ms™t) ‘ N2(s™2)

-1500 ‘ 0.53 ‘ 0.34 ‘ 858 ‘ 1027.8 ‘ 0.078 ‘ 4107

Table 2.1: Initial release and ambient variables of the Deepwater Horizon accident: by, vy by Camilli

et al. (2012), zg by Camilli et al. (2010), other variables by Socolofsky et al. (2011).

The relevant undergone regimes during the spill were: a jet phase (0 < z < L;p), a

plume phase (L;p < z < Lpg) and a current phase (z > Lp,). The relative scales
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calculated from dimensional analysis inserting the DWH variables are shown in
Table 2.2.
In the DWH, the observed jet regime was ~ 0.6 m (Camilli et al., 2012) while

Lip(m) | Lps () | Lpa(m)
0.18 ‘ 249 \ 256

Table 2.2: Deepwater Horizon regimes calculated with dimensional analysis for the oil component

only, neglecting the gas interaction.

a plume regime, buoyancy dominated, sustained for the first hundreds meters.
The ocean currents were relatively weak and did not have a role in shaping the
plume motion. The end of the oil and gas plume regime was due to stratification
and a large intrusion formation was observed at depths ~ 1000 — 1200 m (Camilli
et al., 2012; Socolofsky et al., 2011). According to our analysis, without the gas
component (which increases the overall plume buoyancy), the plume-stratification
transition would have been Lpg ~ 250 m and the plume would have intruded at
depths ~ 1250 m.

Dimensional analysis is a powerful tool to retrieve preliminary information on
a subsea spill. The Cornell Mixing Zone Expert System (CORMIX) (Doneker
et al., 1990) is based on such transition scales, assessing submerged single-port
discharges. CORMIX2 extends this capability to submerged multiport diffusers.
The tool predicts plume concentration and width based on discharge and ambient
water properties. In its initial version, this model assumed conservative pollutants,
neglecting reactions like biodegradation. The updated version accounts for non-
conservative and positive/negative buoyant discharges. It is a steady-state model
with a constant ambient current along the x-axis. CORMIX relies on a classification
system to predict plume characteristics and the final state of evolution (position,
width, pollutant concentration). It categories flows into 13 outcomes, The model

also provides a rough approximation of the spreading layer and far-field region.
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2.3 Eulerian models

In this section, we provide an overview of integral plume models based on the
integration of differential equations, which predict the overall evolution of key
quantities over time. These models are primarily categorised into Eulerian and
Lagrangian formulations.

Eulerian models initiate from the governing equations of motion and turbulent
transport (Reynolds equations), which are integrated along the plume trajectory,
typically with a Gaussian hypothesis on cross-sectional distributions. Notably,
McDougall (Mcdougall, 1978), Fannelop and Sjoen (Fannelop and Sjoen, 1980),
and Milgram (Milgram, 1983) proposed Eulerian models for vertically discharged
buoyant jets. Initially, they did not consider possible bending due to the effect
of ambient flow, a consideration that was subsequently incorporated into this
framework by Schatzmann (Schatzmann, 1979).

Jirka introduced CORJET (Jirka, 2004), an Eulerian model outlining the principles
and limitations of integral modelling, which includes verification with laboratory
data. We provide a concise overview of CORJET (Jirka, 2004), which predicts the
behaviour of a 3D jet in an unbounded ambient environment. Eulerian models
solve the hydrodynamics equations for fields in the whole domain (e.g. velocity
u(,t)). The model accommodates uniform or stratified density and stagnant or
steady current conditions (only along the x-axis), accounting for both positively and
negatively buoyant discharges. The entrainment hypothesis is based on the eddy
viscosity concept, and the model assumes a steady state of the ambient environment
without predicting non-stationary behaviour.

In Eulerian context, the following fields are defined:
* Velocity u(Z,t)

* Density p(Z, 1)
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657 e Temperature 7'(Z,t)

658  Salinity S(f, t)

659 * Pollutant concentration ¢(Z, t)

0 The ambient variables are the ocean currents velocity ,, the sea-water density
1 g, the temperature 7, and salinity S,. The model parameters and variables are
2 represented in Figure 2.3, adopting a local spherical coordinates system (7, 6, ¢).

The main modelling assumption is the self-similarity of cross-sections. In particular,

u,(z) jet profiles

PP
ug="p 6C

A

Figure 2.3: Schematic representation of Eulerian model by (Jirka, 2004), where the plume and

ambient variables are depicted.

663
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s the introduced fields are a priori defined as bivariate Gaussian distributions:
U = ucef’"z/bz ~+ Uq cOS ¢ cos 6 (2.12)
g = gLe IO (2.13)
T =T,e /O 41, (2.14)
S =S.e N g, (2.15)
= eI (2.16)

665

666

667

668

669

670

671

672

6

J

3

where z. is the centre-line value and = = {u,¢,7, S, c}. In these definitions, the

total fields are obtained by adding the ambient component to the jet component.

The axisymmetric distribution defines a characteristic radius b, with a dispersion

term )\ > 1.

The plume properties change in time according to hydrodynamics, meaning the

Reynolds equations. The conservation equations are solved along the jet trajectory

s(Z,t) for specific variables, the fluxes. These fluxes are, from definitions in Egs.

2.3: the volume flux @, the axial momentum flux M, the buoyancy flux B, and the

temperature ()7 and salinity Qs fluxes, the oil mass Q.. flux:
R
Q =2r / urdr
0
R
M =27 / uw?rdr
0
R
B=2r / ug'rdr
0
R
Qr = 27T/ w(T — T,)rdr
0
R
Qs = 27?/ u(S — Sy)rdr
0

R
Q. =2 / ucrdr
0

(2.17)

(2.18)

(2.19)

(2.20)

(2.21)

(2.22)

s« Where R is the jet edge where boundary conditions should specified. Following

ers  EQs. 2.12 - 2,16, it is usually taken R — oo. Conservation constraints along the jet
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e trajectory leads to the following equations of evolution:

@ _p

= 2.23
7 (2.23)
iMx = Fu, + Fp (2.24)
ds
d
EMZ’ =Fp (2.25)
diMZ = mA%b%g. + Fp (2.26)
S
T,
Qr _ s g (2.27)
ds dz
dQS o dSa .
s = —Q 7 sin 0 (2.28)
dQe =0 (2.29)
ds

e7 Where F is a parametrisation of the sea-water inflow due to turbulent entrainment
s at the boundary. The entrainment is comprised of two primary terms referred
e to as “stream-wise” and “azimuthal” mechanisms. It is linked to the jet velocity,
0 oOrientation, the relative influence of momentum to buoyancy, and the ambient
1 water current (Jirka, 2004). A drag force I is also considered. The buoyancy
2 flux conservation is not calculated directly, but density is inferred from a particular
3 equation of state: p. = p.(T., S.).

s« An illustrative CORJET output is shown in Fig. 2.4, depicting a buoyant jet in a
s linearly stratified stagnant environment, where a final trapping is reached. The
sss simulation is compared with data from laboratory experiments. CORJET has been
v modified to suit various applications. One example is BrIHne, a model designed for

s brine discharges from desalination plants (Palomar et al., 2012).

«» 2.4 Lagrangian models

00 In contrast to Eulerian formulations that observe fluid from a fixed point in space,

s Lagrangian formulations track fluid elements along their trajectories over time.
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— Fan (1967)[21]
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Figure 2.4: Plume trajectory and envelope simulated with CORJET compared with data from
laboratory experiment (Fan, 1967). An inclined buoyant discharge 0 = 45° is eventually trapped

due to ambient stratification. Courtesy of (Jirka, 2004)

Lagrangian integral models treat the oil plume as a series of non-interfering
moving elements. Each jet element is assumed to be advected with some average
local velocity along the trajectory. During this advection, the element it undergoes
transformation due to sea-water entrainment. The Eulerian and Lagrangian
formulations link can be found in (Frick et al., 1994).

Lee and Cheung (Lee and Cheung, 1990) pioneered JETLAG, a model originally
designed for wastewater. Over recent decades, Lagrangian plume models have
evolved into multi-phase types, addressing potential oil and gas leaks (DEEPBLOW
(Johansen, 2000) by SINTEF and the Clarkson Deepwater Oil and Gas model
(CDOG) (Zheng et al., 2003), see next section).

Here, we present an overview of the JETLAG model (Lee and Cheung, 1990),

which serve as the foundation for our work. This model was developed by Lee and
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703

704

705

706

707

708

Cheung based on the work of Winiarski and Frick (Winiarski and Frick, 1976; Frick,
1984). JETLAG represents the 3D plume as a series of non-interfering elements.
Grounded in the self-similarity of the plume along its trajectory, a top-hat hypothesis
is embraced, assuming constant element properties (e.g. velocity) across cross-
sections. This equals treating each element as a cylinder. It considers the ambient
ocean current only along the x-axis, and introduces a time-varying entrainment
coefficient, thus adapting the turbulent entrainment flow to the jet and ambient
ocean conditions.

In (Lee and Cheung, 1990), a discretised formulation is given and the original
differential equations are not published. The properties of each plume element
at the k-th step are the position (zy, y, 2 ), velocity (uy, vy, wy), temperature Ty,
salinity Sy and density p, pollutant concentration c;. Although this latter being one
of the key parameters describing the plume, no definition is provided. The density
of the oil-water mixture is calculated from temperature and salinity p, = p(Sk, 1)
(Bobra and Chung, 1986), but the explicit function used is not provided. Each
cylinder has radius of b, and thickness of h, = 0.1V, At. Consequently, the mass of
each cylinder is My, = pymbihy,.

The authors define a discrete increase in mass due to turbulent entrainment AM,,

defined as

AM, = AM; + AM,

being AM, a shear and AM; a forced contributions. The shear flux depends on
the velocity shear between the two mixing fluids, while the forced flux is defined
under the assumption of an ambient flow on the windward surface of the cylinder.
To evaluate this contribution, the authors assume the cylinder is subject to bending,
stretching and enlarging. Discrete modification of the other variables are provided

in the paper, following conservation principles.
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2.4.1 Oil and gas in shallow to deep waters

In (Yapa and Li, 1997), the authors improved the wastewater model JETLAG for
oil and gas releases. In their model, the plume again comprises a series of non-
interfering cylinders (of radius b and thickness /), adhering to the assumptions of
self-similarity and top-hat profiles.

The conservation equations for cylinder mass m, momentum mu, temperature 7,
salinity S, and oil concentration ¢ are developed. The set of equations for the oil

component only is:

dm dml dmd
_ B _amyg 2.
I o dm P PR o obhC (w—v’|)2z (2.31)
at ghT D “ ]l '
dmX dm X —Xa
ami _ oy A ko 2.32
yr o~ PalC27bR (2.32)

where in Equation 2.30, m = wb*hp is the element mass, and the ambient variables

are defined by the subscript a. (). is the entraining water volume flux, ‘%‘ and

dmg

-4 are respectively the oil dissolution and diffusion components. Equation 2.31

contains a first term for the entraining water momentum. The second term
represents the buoyancy force due to the density difference between the ambient
and plume density. The third term is the drag force, proportional to o |v|?, with
Cp being the drag coefficient. Equation 2.32 is the conservation law for a general
variable X, representing 7, S, or c respectively. It includes a term for the ambient
entrainment and a diffusion term, with Ky being the respective diffusivity. No
information is given for the diffusivity choice nor for dissolution mass transfer

coefficients. In simulations, the authors neglect the drag force.

The authors modified Egs. 2.30, 2.31, 2.32 to include a gas component to the
system. When gas is present, evidence shows it occupies an inner core of the plume.

This core has radius gb, with 0 < § < 1. Typically, gas bubbles exhibit a greater
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72 velocity owing to their higher buoyancy. A constant slip velocity w;, ~ 0.25 — 0.35

m/s is the velocity difference between the gas and oil components. The vertical

%4

RS

Figure 2.5: Plume element with liquid (oil + water) and gas components. Gas is found in inner
core or radius 3b. Gas bubbles have total volume V' and the liquid part has volume V.

733

7« component of the momentum Equation 2.31 is adapted for gas bubbles (b), and

75 liquid component (7):

d

Sl +m(w + wy) = (2.33)
dmy pa— .

— w, T P P (1 — BPe)p+ P gt B hep, (2.34)

76 EQ. 2.34 contains the oil m,w and gas momentum m;,(w + wy), to which a (constant)
7z slip velocity w;, is added. Two different buoyancies act on the two substances
728 through a weight e

e= PP (2.35)
Pl — Po

70 S0 that the gas volume is V? = wb?h3%c and the liquid volume is V! = wb*h(1 — 5¢),

no while V = V! 4+ Vb, The model provides the trajectory, envelope, density, oil
71 concentration, temperature and salinity in time.

742

3 For deepwater releases, additional complexities arise due to the behaviour of gas
724 under high-pressure and low-temperature conditions. Gas transformations influ-

25 ence buoyancy and, consequently, the overall evolution of the plume. In subsurface
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oil and gas modelling, it is common to define shallow (0-100 m), intermediate
(100-700 m), and deep waters (700-1500 m) (The discussed model (Yapa and Li,
1997) addresses oil and gas plumes in a shallow environment).

State-of-the-art models for multiphase plumes in deepwater blowouts are the Clark-
son Deepwater Oil and Gas model (CDOG) (Zheng et al., 2003; Yapa et al., 2002),
and Johansen’s model DEEPBLOW (Johansen, 2000). In deepwater scenarios,

specific gas transformations occur:

Hydrates formation and decomposition

Gas dissolution

Vertical leakage of gas from bent plumes

Non-ideal gas law

At great depths gas and water mixtures can transform into hydrates, solid-like
structures of gas and ice. While hydrates have reduced buoyancy compared to pure
gas, they still ascend in the water column. Upon reaching lower pressures and
higher temperatures, they may dissolve back as free gas (see Figure 2.6).

Both models acknowledge the importance of gas dissolution. Unlike oil dissolution,
which has a negligible impact, gas dissolution significantly reduces overall plume
buoyancy. It intensifies with increasing pressure, making it a critical factor as it
contributes to the formation of intrusion layers beneath the surface.

Another characteristic to be considered when simulating deepwater spills is the
influence of cross-currents, which bend the plume while gas bubbles leak out. This
process is marked by a critical separation height hs (see Figure 2.7, (Socolofsky
and Adams, 2002)). Moreover, the slip velocity w; of the bubble component with
respect to the oil droplets should not be constant as in (Yapa and Li, 1997) but
dependent on the dissolution and hydrates dynamics and on bubbles size. Finally,

while at shallow depths the ideal gas equation is valid, at greater depths we have
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Figure 2.6: Thermodynamic equilibrium curve for a gas, methane, and a temperature profile for a
location in Gulf of Mexico. The hydrate phase is below z ~ 500 m, while at shallower depths the

hydrate component transforms in free gas. Courtesy of (Zheng et al., 2003).

a non-ideal gas behaviour. The depth-varying density of the gas, for this reason,
is another competing factor in the overall plume buoyancy. The DEEPBLOW and
CDOG models have been tested in the series of experiments known as Deepspill
(Johansen et al., 2003).

The near-field model DEEPBLOW is integrated with Oil Spill Contingency and
Response (OSCAR) (Reed et al., 1995), a 3D numerical model that merges physical
and chemical behaviours in the far-field region with oil spill risk assessment for
operational response. Similarly, the near-field model CDOG is coupled with the
far-field model ADS (Advection-Diffusion Stage), with lagrangian simulations of
gas bubbles and oil droplets. The coupling between the near and far field is not
trivial and various solutions were proposed (Dasanayaka and Yapa, 2009). Another

near-field multi-phase model is OILMAPDEEP, which is coupled with the far-field
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Figure 2.7: In deep waters, gas separation from the plume occurs as it is bent by strong cross-
currents. Depending on their density and size, bubbles rise separately from the plume. Courtesy of

(Socolofsky and Adams, 2002).

transport and fate model SIMAP/OILMAP (Spaulding et al., 2017). A review on
gas and oil models in deepwater can be found in (Yapa et al., 2012).

Subsequent improvements have been made to these models. Following Johansen’s
work, Socolofsky introduced a multi-phase double plume model in (Socolofsky
et al., 2008). After this work, the comprehensive Python-based Texas A and M
Oilspill Calculator (TAMOC) was designed (Dissanayake et al., 2015). TAMOC’s
capabilities include multiphase plume modelling and double plume modelling. It
also simulates changes in the chemical composition of released materials due to

processes such as dissolution, evaporation, and chemical reactions.
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2.5 Summary and conclusions

In the near-field phase, spilled oil droplets and gas bubbles ascend collectively in
a coherent plume structure, mixing with the surrounding environment. Single-
phase oil models encompass dimensional analysis predictions and Eulerian and La-
grangian integral models, accurately reproducing the dynamics. Due to their rapid
implementation and higher accuracy, Lagrangian models have gained widespread
adoption: the JETLAG model, initially designed for wastewater discharges (Lee
and Cheung, 1990), has been later adapted for oil spills (Yapa and Li, 1997; Zheng
and Yapa, 1998). Subsequently, other models were developed for oil and gas
(multi-phase) discharges, successfully replicating both shallow and deepwater spills
(Zheng et al., 2003; Johansen, 2000). A summary of the reviewed literature is
presented in Table 2.3.

Recently, large eddy simulations (LES) have been applied to plume modelling (Yang
et al., 2016b). LES models directly resolve large- and intermediate-scale turbulent
motions, incorporating closure models to account for sub-grid-scale features. In an
Eulerian framework, these models solve the incompressible Navier-Stokes equations

for the water velocity field, and a advection-diffusion equation for the oil field.
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Subsurface Method Type of Dis- | Boundary envi- | Processes in- | Output

model charge ronment cluded

CORMIX Dimensional Conservative, Unbounded and | Turbulent en- | Classification
Analysis of rele- | degradable, bounded envi- | trainment into 13 poten-
vant variables heated, brine | ronment tial outcomes:

discharges or steady-state val-
with suspended ues of geometry
sediments. and dilution
Single and

multi-port.

CORJET Eulerian Gaus- | Positively- Unbounded Azimuthal and | Trajectory, ve-
sian  integral | negatively with uniform or | stream-wise En- | locity, density,
model buoyant  dis- | stable density | trainment and | temperature,

charges. Single | stratification, Terminal level salinity, dilution
and multi-port. | stagnant or

steady 2D cur-

rents

JETLAG Lagrangian Wastewater dis- | Ocean salinity, | Shear and | Element posi-
top-hat integral | charges temperature, Forces Entrain- | tion, velocity,
model 1D currents, | ment density, temper-

stratification ature, salinity,
oil concentra-
tion, thickness,
width

CDOG, DEEP- | Lagrangian Oil and gas dis- | Ocean salinity, | Entrainment Oil Plume tra-

BLOW top-hat integral | charges temperature, and Terminal | jectory, density,

multi-phase

model

2D currents,

stratification

level + Deep
Gas phenomena
(Cross-flow
separation,
Dissolution,
Non-ideal be-
haviour  and
Hydrates  dy-

namics)

temperature,
salinity,  dilu-
tion, geometry
+ Gas bubbles
fate and trajec-

tories

Table 2.3: Primary subsurface blowout models include CORMIX (dimensional analysis), CORJET
(Eulerian), JETLAG (Lagrangian), and CDOG, DEEPBLOW (multi-phase for deep-water).
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Chapter 3

Modelling underwater near-field oil

plume

3.1 Introduction

Subsurface oil spills pose significant challenges as they occur beneath the sea sur-
face, making detection and mitigation more complex than surface spills. They can
result from various sources, such as offshore drilling accidents, pipeline leaks, or
underwater equipment failures. Subsurface spills can have long-lasting ecological
impacts, as the oil can disperse widely before surfacing, affecting marine life at
various depths.

Among blowouts and subsurface spills, the most notable is the BP Deepwater
Horizon. The spill commenced on April 20, 2010, releasing a total of 680,000
tons of oil (Camilli et al., 2012; Lehr et al., 2011), with a continuous sustained
discharge at a mean volume flux of 8000 tons per day (McNutt et al., 2011). After
the initial gas separated from the plume, 17.4% of the total oil volume remained
confined subsurface. A first intrusion level —indicating a balance between the oil’s

density and the surrounding water— was found approximately 200 meters above
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the seabed of ~1500 m. Then the oil was detrained from the primary plume and
dispersed into multiple horizontal layers (North et al., 2011, 2015; French-McCay
et al., 2021), covering distances of up to 100 km (Kessler et al., 2011).

However, despite occasional major accidents, blowouts happen infrequently, mak-
ing it difficult to identify a clear pattern. In contrast, incidents stemming from
pipeline damage have exhibited a consistent upward trend over the last decades
(GESAMP, 2007). The combination of a growing number of offshore pipelines and
the challenges posed by ageing and inadequate maintenance has contributed to
this trend. Regions significantly impacted include the North Sea, the Gulf of Mexico
(Jernelov, 2010), and the Niger Delta (Nwilo and Badejo, 2005).

Addressing subsurface oil spills requires a comprehensive approach involving ad-
vanced monitoring technologies, effective spill response strategies, and ongoing
research to understand the long-term environmental impacts. Additionally, subsur-
face oil spill models can aid in mitigating adverse effects by predicting the plume
evolution from the release point and its dispersion at different depths.

The first interest in plume modelling dates back to the 1920s, when initial stud-
ies on convective plumes from heated bodies were developed by L. Prandtl and
disciples. However, a milestone in this field is represented by the work of Morton
(Morton et al., 1956), who first proposed the entrainment parameterisation of the
turbulent convective processes at the plume edge.

Oil droplets and gas bubbles ascend together in a cohesive and self-similar structure
from the depth of the release (Milgram, 1983). Typically, the term "jet" denotes
the momentum-driven phase in proximity to the source. In instances where the
discharge is lighter than the surrounding environment, as observed in oil spills,
buoyancy acts as an additional source of momentum. This phase, commonly known
as the "plume" (Lee et al., 2003; Lee and Cheung, 1991), dominates the motion
furthest from the source.

The exit velocity vy, nozzle diameter D, and the fluid kinematic viscosity v de-
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termine the turbulent versus laminar flow behaviour through the exit Reynolds
number Re = voDy/v (Fan, 1967). In fully turbulent flow (Re > 10%), eddies form
at the boundaries of the plume, leading to the entrainment of ambient water. The
overall plume density increase causes the deceleration of the ascending buoyant
motion. Depending on the release and boundary conditions, including ambient
water current velocities and stratification, some plumes can reach the sea surface,
while others become trapped at various depths (Socolofsky et al., 2008).

Within the framework of integral plume models, various perspectives have been
considered (Socolofsky et al., 2016). Integral Eulerian models assess buoyancy,
momentum, and volume fluxes along the plume’s trajectory. Notably, McDougall
(Mcdougall, 1978), Fannelop and Sjoen (Fannelop and Sjoen, 1980), and Milgram
(Milgram, 1983) all proposed Eulerian models for vertical oil buoyant jets. They
initially neglected the possible effect of ambient currents, which was subsequently
incorporated (Schatzmann, 1979). Jirka (Jirka, 2004) proposed CORJET, a compre-
hensive and rigorous Eulerian plume model. This work outlined the principles and
limitations of integral modelling and included verification using laboratory data.
On the other hand, Lagrangian integral models treat the oil plume as a series of
non-interfering moving elements (Winiarski and Frick, 1976). Frick (Frick, 1984)
first introduced a 2D Lagrangian jet model for subsurface wastewater discharges
called JETLAG. Later, Lee and Cheung (Lee and Cheung, 1990) introduced a more
general model for buoyant jets with 3D trajectories.

Some years later, Yapa and Li developed ADMS/CDOG (Yapa and Li, 1997), a 3D
multi-phase model for buoyant jets. This model can simulate leaks of oil, gas, or oil
and gas mixtures and considers both the effect of ambient currents and stratification
in plume dynamics. ADMS/CDOG has been extensively validated (Zheng and Yapa,
1998), including tests through the DeepSpill Experiment (Johansen et al., 2003). It
has been extended from relatively shallow to deep water oil releases. Actually, in

deep waters, other physical gas-related processes, such as hydrate formation, must
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be considered (Yapa et al., 2002).

Another significant Lagrangian model for deepwater releases, called DEEPBLOW,
was developed by Johansen (Johansen, 2000). This model also includes the ca-
pability to simulate hydrate formation and degradation, as well as gas bubble
dissolution. Eulerian and Lagrangian formulations are considered equivalent (Frick
et al., 1994). However, Lagrangian models incorporate the plume curvature effect
along the trajectory, not present in Eulerian models.

Over time, plume models have undergone incremental adjustments, particularly in
the incorporation of multi-phase and double-plume approaches, addressing deep-
water specific dynamics such as hydrate formation and degradation. Examples are
the TAMOC model (Dissanayake et al., 2015) and the OSCAR model (Reed et al.,
1995; Barreto et al., 2021).

Our work designs the near-field component of an UnderWater Oil Release Model
(UWORM-1), drawing inspiration from models outlined in Yapa and Li (1997) and
Lee and Cheung (1990). UWORMS-1 represents a pioneering effort, as it is the first
openly accessible model of its kind featuring a systematic and consistent selection of
variables and parameters. A significant aspect of our study focuses on the analytical
examination of terminal levels, which includes defining a neutral level followed by
determining a maximum rise level. The robustness of UWORM-1 is demonstrated
through comprehensive testing, encompassing both laboratory experiments and
large-scale field trials in the North Sea. Special attention is devoted to understand-
ing the roles of different entrainment components in plume evolution, facilitating
the calibration of the entrainment process. Moreover, UWORM-1 integrates ocean
state data from the Copernicus Marine Service (CMEMS) as input.

In highly-stratified oceans, the near-field component can be coupled with far-field
models, which simulate the transport of single oil droplets after the terminal level
is reached. Alternatively, in low-stratified oceans, the plume reaches directly the

surface, where a surface model such as Medslik-II can be coupled (De Dominicis
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et al., 2013a,b).

This chapter is organised as follows: In Section 3.2, we present the model defini-
tions and governing equations. In Section 3.3, we develop a numerical workflow
to solve the model equations and update the system and ambient parameters.
Section 3.4 characterises different flow regimes of the plume evolution through
dimensional analysis. Following the state of the art, this method is useful to have
an a-priori description of the subsurface spill. Sections 3.5 and 3.6 are dedicated to
experimental validation using laboratory and in-situ data. For the large-scale NOFO
experiment, we show a sensitivity analysis which enhances fit with observations.

Section 3.7 contains a final discussion and future perspectives.
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= 3.2 Model equations and variables

o> In this section, we describe the plume variables and their evolution through the near-

field component of the UnderWater Oil Release Model (UWORM-1). UWORM-1 is

<V

Figure 3.1: The plume is modelled as a series of independent cylinders, with diameter D = 2b and
thickness h. In a global cartesian coordinate system, 7, is the release velocity, and #, is the ambient
ocean velocity. In a local spherical coordinate system, each cylinder velocity is (|7], vg, vy).

923

»¢ a Lagrangian integral plume model where non-interfering elements are modelled
»s assuming self-similarity of the flow. Key properties of the discharged fluid, such
w6 as its velocity and oil concentration, maintain a similar cross-sections along the
o7 trajectory. Specifically, we assume that these properties are uniform in cross-
ws sections (top-hat profiles). This hypothesis implies plume elements with cylindrical
20 Symmetry.

a0 The model elements are shown in Figure 3.1, where a series of cylinders is released

o from the discharge location. Each cylinder is a mixture of oil and water, meaning it



3.2 Model equations and variables

Name Units
m Oil and water mixture mass kg
C = Meir/Mm Oil Mass Fraction -
U= (u,v,w) Velocity | m-s™!
Dol Oil component density | kg - m—3
Pw Water component density | kg - m™3
p Oil and water mixture Density | kg - m™3
T Temperature of the oil and water mixture °C
S Salinity of the of the oil and water mixture PSU
7= (z,y,2) Position m
h Thickness of the cylinder m
b Radius of the cylinder m

Table 3.1: The fifteen prognostic and diagnostic plume element variables: mass, oil mass fraction,
3D velocity, density, oil density, entrained water density, oil and water mixture density, temperature,

salinity, 3D position, thickness, and radius.

Name Units
Pa Ambient Density | kg - m™3
U, = (uq4,v,) | Ambient Currents Velocity | m-s™*
Cq Ambient Oil Mass Fraction /
T, Ambient Temperature °C
Sa Ambient Salinity PSU
N? Brunt-Vaisala frequency s2

Table 3.2: Ambient ocean variables, considered as input to the plume model: ocean water density,
2D ocean currents velocity, oil mass fraction, ocean temperature, salinity and stratification identified

by the Brunt-Viiséla frequency square.
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has oil and water fractions. The cylinder mass is m = ) . m;, where the subscript
i = {oil,w} refers to the oil and water masses inside the cylinder. The volume is
V' =>".m;/p; and the oil and water mixture density is therefore p = m/V. The oil
mass fraction is ¢ = m,;/m, the radius of the cylinder is b = D/2, the thickness
is h. The oil and water mixture in the cylinder has a specific temperature 7" and
salinity S. All the plume and ambient water variables are reported respectively in
Table 3.1 and Table 3.2. For each plume element, the conservation equations of
mass, oil mass, momentum, heat and salinity, together with the cylinder position,

the equation of states and the cylinder geometric dimensions, are:
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dm
% = paQe (31&)
d(mce) -
o = ¢, (3.1b)
d(zzv) = T, % +mg'k (3.10)
d T
(mjf : = cpT, 4 (3.1d)
d(mS) -
o = 5, (3.1e)
dzx .
a = (3.1)
pOil(T) = pref[l - 6T(T - Tref)] (Blg)
Puw = FOS —80(T, S) (3.1h)
p = Poali—crmue (3.10)
h = |v|dt (3.19)
|1 y

b = v/m(pmh)=! (3.1k)

The system consists of 10 prognostic equations (3.1a)-(3.1f) and 5 diagnostic equa-
tions(3.1g)-(3.1k). The ambient variables are input to these equations, supposing
the mixture of oil and water does not change the ocean water dynamics.

We describe now each equation from (3.1a) to (3.1k). Equation (3.1a) is the mass
conservation equation, where the positive entrainment of seawater is considered by
Q., the entraining volume flux. We are going to discuss this term in detail in Section
3.2.1. Turbulent mixing processes occurring at the plume edge are responsible for
water entrainment and plume elements enlargement. Detailed parametrisations of
the entrainment process are discussed in Section 3.2.1.

We chose not to include loss processes such as oil dissolution (Mackay and Leinonen,
1977b; Mishra and Kumar, 2015) and biodegradation (North et al., 2015), as these
are typically negligible at this stage of evolution. They become significant in the far-

field dynamics, where individual oil droplets are advected and diffused (Socolofsky
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et al., 2008). However, for oil and gas discharges, it is necessary to consider loss
processes also in the near field stages (while in the far-field gas bubbles are subject
to very strong dissolution). Furthermore, in strong currents, the plume may lose
a fraction of its mass as gas bubbles can detach due to their higher buoyancy
(Spaulding et al., 2017), as we showed in Fig. 2.7.

Equation (3.1b) represents oil mass conservation, where the oil mass fraction
dispersed in the surrounding ambient ocean is denoted as c¢,. The entraining
water mass, as described in Eq. (3.1a), progressively dilutes the oil concentration
in the plume, leading to a change in its composition over time. Initially, with
a composition of ¢ = 1, the plume consists solely of oil, but this mass fraction
undergoes a rapid decrease, resulting in a final composition predominantly of
water.

Equation (3.1c) represents the momentum conservation of the plume element. It
can be viewed as the momentum conservation of a body with time-varying mass,
akin to the well-known physical case of a rocket, with the distinction that the
cylinder mass is continuously increasing. In a manner similar to the rocket case, we
can readily explain the first term on the right-hand side of Eq.(3.1c) by considering
that the mass excess exerts a force on the body that is proportional to the velocity
difference between the ambient fluid and the body itself. The second term on the
right-hand side of Eq.(3.1c) corresponds to the buoyancy force, which is associated

with the reduced gravity

g=—""9 (3.2)

where ¢ is gravitational acceleration and p, is a reference seawater density, often
taken at the depth of the release.

Equation (3.1d) depicts the conservation of the cylinder heat content. In the ab-
sence of pressure work on the cylinders, the total cylinder internal energy is equal

to the cylinder heat content, defined as () = mcpT, where cp is the specific heat at
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3.2 Model equations and variables

constant pressure. This internal heat content can only be changed in our model by

dm

<> with T, being the ambient

the entraining water heat content, defined as cp, 7,
water temperature. For simplicity, we approximate the equality of specific heat
coefficients cp, = cp.

The salt mass conservation equation (3.1e) is defined in a similar fashion to the
oil conservation (3.1b), as both describe a mass conservation. The ambient ocean
salinity profile S, is given as input.

The 3D equations (3.1f) determine the position of the cylinders during their evolu-
tion.

The system is completed by the oil component equation of state (3.1g), the en-
trained ambient water equation of state (3.1h) and the oil and water mixture
density (3.1i). The latter is the density p = m/V of two non-miscible fluids in the
volume V' and the total mass m of the cylinders. It can be readily observed that
the density in eq (3.1i) is a function of the oil mass fraction ¢, the oil density p;,
and the entrained water density p,,. The oil density equation (3.1g) uses reference
value p,e; = poit(Tres), where T,.; = 15.5°C' (Lehr et al., 2002), and the thermal
expansion coefficient 3 = 7 - 1074°C~L. The seawater density is the ambient water
density that has been entrained in the cylinder and thus it is computed using the
salinity and temperature of the cylinder. For this seawater we use the Equation of
State of Seawater (EOS-80), (Fofonoff and Millard, 1983) which is normally used
also for the ambient seawater.

To gain insights into the problem, it is valuable to examine a reduced physical case
for which it is possible to find an analytical solution. In equations (3.1b), (3.1c),
(3.1d), (3.1e), when we neglect the buoyancy term, the simplified equation for the

generic X variable is

dimX) . dm
T tdt
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Considering the initial mass my is trivial to find the analytical solution:

mo

X(m(t)) = X [1 - 2] + Xots

m(t)
Attimet = 0,X = X,. Ast — oo, m(t) — oo (because of continuous seawater
entrainment), and the plume variable tends to the ambient one X (¢) — X,. That
means, if there aren’t other processes, the plume variable X eventually approaches
the ambient variable X,. Thus the plume variables (velocity, oil concentration,

temperature, and salinity) tend to the respective ambient values.

3.2.1 Seawater entrainment

The turbulent entrainment of ambient seawater into the plume was first successfully
described by Morton in 1956 with the “entrainment hypothesis” (Morton et al.,
1956). In the seminal work, the dilution rate, proportional to the seawater en-
trainment, was assumed to be proportional to the plume diameter and the velocity
shear between the plume flow the and ambient flow. The turbulent vortices at the
plume’s edge were identified as the source of mixing between oil and water, leading
to the entrainment of water into the plume. The shear entrainment was later
complemented by forced entrainment, which is the water inflow directly induced
by ambient currents (Hoult et al., 1969). In (Lee et al., 2003), these two entraining
fluxes are respectively the shear flux @) and the forced flux @);. The component
Q, is primarily due to the shear between the two interacting fluid velocities, while
the forced flux (), is a result of the incident ambient current flow onto the plume’s
lateral surface. Although the two mechanisms assumptions are well-established,
there is no uniform agreement on how they should be combined. We choose the
parametrisation where the total entrained flux is the maximum between the two

contributions (Lee and Cheung, 1990):

Qe = maX(Q57 Qf) (33)
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An alternative smoother transition between the two contributions is proposed
in (Lee et al., 2008). We choose to maintain the maximum hypothesis first to
understand the relative role of the two components.

We now define the ambient velocity projection v, onto the plume velocity v as
Vg = (¥, - ¥)/|0]. The shear flux is proportional to the cylinder lateral surface and
the difference between the plume velocity and the ocean projected velocity, with

modulation given by the “entrainment coefficient” o:
Qs = 2mbha(F, 7, U,)(v — vg)) (3.4

The shear volume flux is at its maximum when the injected flow and the ambient
flow are perpendicular to each other and at its minimum when the two flows are
parallel. In the case of a pure vertical discharge, where the entraining fluid and the
ambient fluid flows are perpendicular, the shear is maximised. This happens because
ocean currents typically have a significant horizontal component with a negligible
vertical one. In such situations, the shear flux becomes the dominant component in
the initial stage of plume evolution. Conversely, the shear is minimised when the
two fluids move in the same direction and have similar intensities, often occurring
during the bent-over secondary stage of plume evolution.

The entrainment coefficient « was estimated by comparing computations and field
measurements in different ways. We adopt the one by (Yapa and Li, 1997; Zheng
and Yapa, 1998):

aq + a9 bl;,g(’t
a(F,0,7,) = (3.5)
1+ as = "
where
v — Ua”
Fj= — 3.6
= (3.6)

is the densimetric Froude number, the ratio between momentum and buoyancy
forces. The empirical coefficients aq, as, a3 adapted from (Yapa and Li, 1997), are

given in Table 3.3. The forced flux @) is the currents-driven flow on the windward
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Parameter Symbol | Default Value
ai 0.081
as 0.098
as 5

Table 3.3: Shear entrainment optimal empirical parameters obtained from Yapa and Li (1997).

side A, of each plume element (Lee et al., 2003). Given an ambient velocity v, the

forced flux is defined as:
Qs = / 7, - dA (3.7)
1410

where A, is the windward portion of the cylinder lateral surface. This value relies
on the magnitude of ocean current velocity and the cylinder’s alignment relative to
the flow, which dictates the exposed surface of the cylinder facing the current.

The computation of (); becomes intricate when accounting for the distortion
of the plume induced by the force of the ocean current. In fact, each cylinder
undergoes virtual stretching, bending, and expansion during its development. The
comprehensive derivation of forced entrainment accounts for the geometry of
the plume-ocean system and is documented in Appendix A.1 Forced entrainment

computation.
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3.3 Numerical methods

UWORM-1 is coded in Python. In this section, the model inputs, numerical scheme,
and outputs are described. As inputs, UWORM-1 requires the current velocity,
temperature, and salinity 3D fields. These are obtained from general circulation
operational model fields such as the Copernicus Marine Service (Traon et al., 2019).
Density profiles are obtained from salinity and temperature data through the EOS-
80 formula and the Brunt-Viisala frequency is computed by finite differences in the
input model eulerian grid. The input data are bilinearly interpolated at the latitude
and longitude location of the release. Ambient input data could be alternatively
provided by experimental observations.

UWORM-1 can simulate both instantaneous and continuous oil releases, being
the continuous case obtained with a sequential release of cylinders, each of them
carrying a certain amount of oil. Continuous release simulations are mandatory in
the presence of time-varying ocean conditions, which can have varying impacts on
different segments of the release.

Figure 3.2 represents the workflow implemented in our numerical simulation. The
specific oil release provide the initial conditions for the 10 prognostic governing
equations (3.1a-3.1f) and 5 diagnostic equations (3.1g-3.1k). The initial condition
in top-hat assumption is provided by the discharged velocity v,, the nozzle radius
by and the volume flux Q, = 7b3vy. Knowing the initial oil mass fraction ¢y = 1,
the initial mass mq = p,;(Tp)wb3 is computed. The position of the release z is also
required.

The prognostic ordinary equations are numerically solved by a Runge Kutta IV
integration scheme, with boundary conditions depending on the cylinder depth.
After time stepping, the plume temperature 7" and salinity S are used to diagnose
the oil and water densities in the plume. Finally, the entrainment coefficient, the

reduced gravity, the plume, and ambient variables are updated. The proposed
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Initial release condition Insert Ambient boundary conditions
at depth z
my, Vo, Co, To, So, (X0, Yo, Z0), bo

pa(2), Ta(2), So(2), ([ua(2), va(2)])

i

| Solve the 10 prognostic equations for
m, (u,v,w),c,T,S, (x,y,2)

and
the diagnostic equations for
Update parameters: piy(T), pw (T, S), b, h
* Entrainment coefficient
* Reduced gravity l
X Evaluate the oil and water mixture
density

P(Proiry Pwr €)

Figure 3.2: Numerical scheme workflow. The release variables serve as initial condition. At each
time-step, the 10 prognostic equations and 5 diagnostic equations are solved. The ambient ocean
profiles are interpolated at the cylinder depth and inserted in the equations. With the oil and
entrained seawater density calculated from 7" and S, the density of the oil and water mixture is

obtained. Finally, the reduced gravity and the entrainment coefficient are updated.

s scheme is shown in Figure 3.2. The Euler discretisation of the set of 15 equations

w05 i reported in Appendix A.2 Plume model numerical discretization.
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3.4 Jet / plume regimes

Different stages in the plume evolution are linked to different drivers of the motion.

The initial and boundary conditions can provide general information about these

different stages or regimes (Socolofsky and Adams, 2002; Socolofsky et al., 2016).

Dimensional analysis enables us to identify characteristic length scales for different
regimes. In this section, we discuss length scales that are commonly referenced in
the field. Additionally, we include a concise derivation of these scales from (Lee
et al., 2003).

An initial “jet phase” is driven by the momentum resulting from the discharge
pressure. Subsequently the buoyancy force, due to the density difference between

the jet and the water, comes into play, making buoyancy the primary driver of

momentum. In this “plume-phase” the influence of the initial discharge diminishes.

Other drivers are imposed by the environment: ocean currents are responsible for
entraining water masses, but also impact on the horizontal plume momentum as
shown in Eq.(3.1c). Ocean stratification determines the occurrence of a terminal
level of transition between the near and far-field. In the following, we will explore
how these forcings are connected to characteristic length scales of the plume’s
evolution.

Dimensional analysis allows us to express a general dependent variable, such
as the maximum height of rise, the vertical velocity, or the oil concentration, as
power laws of the initial release and boundary variables (Lee et al., 2003; Richards
et al., 2014). In a cylindrical symmetry (top-hat profile) the initial volume flux @,

momentum flux M, and the buoyancy force flux B, are defined
QO = U()T('bg

My = Qoo

By = Qog = QOMQ

La0
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where p, is the ocean density at the release depth and ¢’ is the reduced gravity.
Dimensions are [Qo] = L3T~!, [My] = L*T~2, [By] = L*T 3, in units of length L
and time T. The ocean current intensity has units [v,| = LT .

In the water column, the Brunt-Viisild frequency N? = —;LO%L; (with units [N?] =
T-2) is a measure of stratification. With this definition N? > 0 corresponds to
stable and N? < 0 to unstable water column.

During the jet-phase, we assume that the cylinder vertical velocity w; is dependent
only on M, and on the distance from the source z (as entrainment is dependent on
z). Applying dimensional analysis it is readily found that w; M& 21,

In a similar manner it is found that in the plume phase, wp is dependent on B, and
z according to the law wp o« By/*271/3,

A possible way to define the transition between jet and plume is by finding the
depth where the respective velocities become comparable. When w; ~ wp, the jet

phase comes to an end, and the plume phase begins. This condition defines that

the jet-plume transition occurs at the distance L ;p from the source:

Lyp o< By P M (3.8)
This scale can be also expressed in terms of the initial Froude number F = —2
\V4 gol)

as Lyp = (2)Y4*DFy. When L;p is small (and so is the Froude number), the
plume-phase dominates, whereas the jet-phase is very short. Conversely, when L ;p
is large, the jet-phase dominates, the initial discharge drives the overall trajectory
and buoyancy is limited.

Another characteristic plume regime is caused by ocean currents intensity |v,|. As
the plume evolves, the motion is influenced by the currents, which cause bending.
When the vertical buoyancy and momentum -induced motion and the horizontal
advection become comparable (wp ~ |v,|), the plume-ambient currents transition

occurs, at a distance Lp,4 from the source:

LPA X Bo‘valig (39)
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If the jet phase is dominant with respect to the plume phase, currents act on the
jet-phase. In this particular case ee define the transition distance L ;4 from jet to
ambient currents w; ~ |v,|:

Lya o< My |vg| ™" (3.10)

The proportionality coefficients in Egs. (3.8),(3.9), (3.10) have been determined ex-

perimentally in numerous works (Richards et al., 2014; Bloomfield and Kerr, 2000).

In a stratified ocean, the mixture of oil and entrained seawater can reach a density
equal to the ambient ocean density (not in a non-stratified where the plume remains
lighter than surroundings at all depths). The dynamics is explained through the
vertical component of Eq. (3.1c):

dw dm Pa— P
me— —
dt dt La0

The first term on the right side is the inertia: with increasing mass, the velocity

g (3.11)

is progressively reduced. The second term is the upward buoyancy force, which
reduces as the water entrains the plume and the overall density equals with the
ambient density. When the plume, carrying denser water from the lower levels,
has same density of the surroundings, a “neutral buoyancy” is reached, at distance
L,;, from the source. As buoyancy switches to negative, it causes the cylinder to
decelerate, defining a maximum height of rise L,,,, for w — 0. Various definitions
exist regarding the end of the near-field phase and no universally adopted criterion
of the terminal level exists (Dasanayaka and Yapa, 2009). While an oscillatory
behaviour is observed due to the alternation of positive and negative buoyancy, our
simulations conclude upon reaching |w| < 10~3ms~!. The particular threshold is
chosen for the stability of the simulation.

When the ocean stratification N acts on a plume-like phase (dominated by buoyancy

By), the stratification scale can be expressed through dimensional analysis:

Ly ~ Lias o BY*N=3/4 (3.12)
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The respective proportional coefficients have been found in experiments by
(Richards et al., 2014):

Lp ~27BY*N-3M 5.13)

Linaw ~ 4.0 BY*N=3/4

3.5 Model validation in laboratory-scale experiments

In this section, we verify the model correctness and the capability to reproduce
simple scenarios. To do so, UWORM-1 output is compared with laboratory-scale
data in different conditions. We compare simulated trajectory and oil mass fraction
with laboratory data from (Fan, 1967; Fan and Brooks, 1969) and (Wright, 1977b)
considering unstratified/stratified ambient conditions in the presence of horizontal

currents. In the stratified case, the terminal level is attained.

3.5.1 Unstratified flowing ambient

A lighter fluid is released into a flowing heavier ambient. The undergone regimes
are the “jet”, the “plume” and the currents-driven phase. So the relevant length
scales are the jet-plume transition L ;p, and the jet-ambient current transition L 4.
Seven experiments are reported in Table 3.4. The ambient flow is along the x-axis
U, = (uq,0,0). The ambient density is p, = 1022kg/m? for all the experiments. The
released and ambient fluids share the same temperature, with density differences
obtained with different salinities. The discharge radius is by, = 0.0038 m, and the
release depth is zp = —1 m. Simulations are run for 0.13 min, with time-step
At = 0.005 s.

The comparison between simulation and data is shown in Figure 3.3a (trajectories)
and in Figure 3.3b (oil concentration). In general, simulations exhibit good agree-
ment with data for all the experiments. As the currents decrease, trajectories have

a greater vertical component and are less horizontally deviated. The diminishing
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No. | vo(m/s) | va(m/s) | (pu = poi)/pa | Lyp(m) | Lya(m)
la 1.05 0.26 0.15 0.005 0.027
1b 1.05 0.13 0.15 0.005 0.054
1c 1.11 0.28 0.04 0.009 0.027
1d 1.11 0.14 0.04 0.009 0.054
le 2.08 0.17 0.15 0.013 0.080
1f 1.63 0.41 0.02 0.022 0.027
1g 1.63 0.20 0.02 0.022 0.054

Table 3.4: Seven experiments in unstratified (p, = const) flowing ambient. Data from Fan (1967).

The discharge parameters and ambient variables are indicated, together with the jet-plume scale

and the jet-currents scale.

currents effect is evident in the experiments with the same L;p : from 1la to 1b,
from 1c to 1e, from 1f to 1g. At the same time, the jet-currents transition scale L ;4
increases as currents effect is dominating later in the motion. The oil mass fraction

is ¢ = 1 at the discharge location (where the plume is composed by oil only) and

decreases with time.
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Figure 3.3: UWORM-1 simulation (solid lines) and laboratory data (markers) are compared in
flowing unstratified ambient water. In a the x-z trajectories, in b the oil concentrations. The ambient

parameters and release conditions in Table 3.4.
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3.5.2 Stratified flowing ambient

No. | by (m) | vo(m/s) | ve(m/s) W N2(s72) | Liaz(m) | Linaz—ezp(m)
2a 0.001 3.38 0.015 0.004 0.20 0.19 0.34
2b 0.001 4.08 0.014 0.004 0.20 0.20 0.38
2c 0.005 0.10 0.031 0.023 0.10 0.34 0.15
2d 0.005 0.08 0.016 0.027 0.11 0.32 0.23
2e 0.001 1.53 0.013 0.005 0.08 0.23 0.25
2f 0.001 2.07 0.013 0.005 0.08 0.24 0.30
2¢g 0.005 0.05 0.014 0.071 0.17 0.31 0.23
2h 0.002 0.57 0.020 0.023 0.09 0.36 0.23
2i 0.005 0.08 0.013 0.112 0.17 0.40 0.32
21 0.005 0.08 0.013 0.112 0.17 0.40 0.32
2m 0.005 0.05 0.015 0.106 0.09 0.46 0.34
2n 0.005 0.07 0.016 0.106 0.09 0.49 0.36
20 0.002 0.41 0.020 0.052 0.11 0.38 0.28
2p 0.002 0.47 0.025 0.052 0.11 0.39 0.27

Table 3.5: Fourteen experiments were performed in a stratified flowing ambient. Data from Wright
(1977a,b). The initial discharge variables and ambient paramters are shown, alongside with L,

from dimensional analysis and the experimental value L,qz—czp-

UWORM-1 is here applied to a stratified and flowing environment. The experiments

conducted in a stratified water profile aim to assess the model’s capability to predict

the maximum height of rise. Data for validation are sourced from (Wright, 1977a,b).

The initial release conditions as well as ambient conditions, including stratification
N and currents (v,,0,0), are in Table 3.5. The experimental and theoretical (from
dimensional analysis) L, are also reported.

Fourteen cases are simulated to compare the modelled height of maximum rise
with the experimental data. The comparison with simulation is shown in Figure
3.4b. While there is a general agreement, certain configurations (2a, 2b, 2e) exhibit

better results than others. Even if an overall agreement is attained, this analysis
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Figure 3.4: UWORM-1 simulation and laboratory data are compared in stratified ambient water.

The simulated maximum height of rise is compared with the experimental value.

s shows that in stratified conditions it is necessary to do calibration on the model

uze parameters.

w 3.6 Model validation in large-scale North Sea exer-

cise

ure In this section, we validate UWORM-1 comparing the numerical simulation with a
ugo large-scale experiment. We select an exercise conducted by IKU Petroleum Research
us  and Norwegian Clean Seas (NOFO) in Norwegian seas during 1995-1996 (Rye
usz and Brandvik, 1997; Rye et al., 1996, 1997), which constitutes an unique case for
ugs  subsurface releases understanding and model validation.

uee In August 1995 was released oil, while in June 1996, a mixture of oil and gas, with
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Figure 3.5: In a,b the ambient vertical profiles of seawater density, temperature, and salinity
at the location and time of the oil release at the Frigg Field from the Copernicus Marine Service
reanalysis fields. In ¢, the ocean velocity vertical profile, which vary over time. The depicted velocity

components profiles are interpolated at 08:13 local time.

different gas-to-oil ratios (GOR) (Rye et al., 1997). UWORM-1 considers only oil
releases and then our comparison will be done only with the 1995 experiment.
A pipe was placed on the seabed, and a system of sonar and Remote Operating
Vehicles (ROV) was employed to record the plume’s position and width over time.
The selected site was in the Frigg Field region at coordinates 60° 1’ N, 2° 33’ E.

The oil was released from a depth of zy = —107 m, commencing at 08:13 local
time, with measurements of width and position recorded at 10 m depth intervals.
Due to the specific ocean conditions and stratification, the buoyant oil rose as a
plume until it reached zero buoyancy and came to a stop at an intrusion level. After
this near-field behaviour, the plume transitioned into a cloud of individual droplets,
commonly referred to as far-field behaviour. The first surfacing of these droplets

was recorded at 08:25:30 local time.
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The release consisted of heavy Nigerian crude oil. According to the ADIOS oil
database (Lehr et al., 2002), the oil’s reference density at temperature 7y = 15.5°C
is pou(Ty = 15.5°C) = 893 kg m~3. In our simulation, oil density decreases its
temperature according to the thermal expansion Eq.3.1g, with 87 = 7 - 10%°C~L.
A total volume of 25 m?® was released in about 25 min, therefore with an initial
volume flux Q, = 1 m®s~!. The nozzle radius was b = 0.0508 m, giving an initial
exit velocity of 7, = 2.1 ms~!. The initial temperature and salinity of the jet at the
source are set to 7y, = 10°C and S, = 0 PSU. These values pertain to the oil only
since no water is entrained yet.

The ocean state at the release location is obtained from the Copernicus Marine
Service reanalysis fields. In particular, the North West Shelf product is used, with
a horizontal resolution of 0.111 x 0.067, 24 o-vertical levels, at a daily frequency.
Density, salinity, and temperature fields are bi-linearly interpolated on the lat-lon of
the release location (Fig.3.5a and Fig.3.5b) and are assumed constant throughout
the entire experiment, which last less than 10 min. Ocean velocity components are
shown in Fig. 3.5c.

Table 3.6 provides a summary on the experiment’s initial and boundary conditions:
the nozzle radius, the vertical exit velocity, the oil density, the relative buoyancy
difference, the depth-averaged Brunt-Vaisild frequency N? (over the near-field

region), and the densimetric Froude number F.

bo(m) | wo(ms™) | poio(kgm) | (puo — poo) /puo | N*(s™) | Fag
00508 | 210 896.4 0.128 | 7-107 | 18.1

Table 3.6: North Sea experiment initial release variables and ambient ocean conditions.

The small Brunt Vaisala frequency value suggests a minimal stratification effect.
The importance of buoyancy is demonstrated by the high Froude number. The

ambient currents are relatively weak in comparison to the vertical exit velocity.
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3.6 Model validation in large-scale North Sea exercise

The numerical simulation is run for ~ 6 min, with a time step At = 0.01 s. Val-
idation data (Rye et al., 1996, 1997) is the intrusion terminal level, the plume
position in time, the width of the plume. No information on the evolution of oil
concentration, plume temperature and salinity is provided.

Our comparative analysis focuses on examining the intrusion levels, plume shape,
and plume velocity.

First, we investigate the intrusion levels: the height of maximum rise (w = 0)
and the neutral buoyancy level (p = p,) showed in Fig. 3.6. Table 3.7 gives a
comparison between dimensional analysis, UWORM-1 simulation, and data. Op-
timal agreement with data is found for L,,,, while no in-situ data is available for
L,,. Dimensional analysis offers a good prediction of both L,,,, and L,;. This
suggests that stratification is dominant, while the jet-effect and the currents effect
are negligible.

Next, we analyze the plume shape in Fig.3.7a and Fig.3.8. While there is reason-

data | dim analysis | UWORM-1 sim
L,p(m) - —106.4 -
Lpa(m) - | above surface -
Lp(m) - —69.71 —66.61
Linaz(m) | =50+ 5 —51.75 —54.16

Table 3.7: Transition scales and intrusion levels from the NOFO Experiment are compared with

dimensional analysis and UWORM-1 output.

able agreement between UWORM-1 and the simulation by Yapa et al. (1999), there
is evident underestimation of the plume diameter, approximately ~ 50%, compared
to data. Finally, we evaluate the plume velocity. In Fig.3.7b, we depict the plume’s
position over time. The rising velocity is overestimated: UWORM-1 plume is ~ 48%
faster than data.

In summary, our model accurately determines the intrusion level, but there is an
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Figure 3.6: North Sea Experiment: the neutral buoyancy level is linked to reduced gravity — 0

(red) and the maximum height with w — 0 (blue).

1240 Underestimation of the plume volume and an overestimation of the vertical velocity.
12 The most significant contributors to the entrainment error are the parametrisation
12 Of shear coefficients (specifically, the experimental coefficients a1, as, a3) and the
a3 accuracy of ocean currents. Ocean currents impact both the shear and forced
12ee  components of entrainment and also influence the horizontal momentum equation,
s leading to variations in plume bending. The presence of a terminal level depends
s on the accuracy of temperature and salinity fields, which combine to determine
127 ambient water density. These aspects will be discussed in the next section, where a

g Sensitivity analysis on entrainment will be presented.
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Figure 3.7: North Sea Experiment: in a the plume envelope, in b the plume centerline position in
time. A comparison between simulations (UWORM-1 in black and (Yapa et al., 1999) in red) and

data (green) is shown. Observed terminal range (grey).
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Figure 3.8: North Sea Experiment: Plume diameter comparison between UWORM-1 and data.

With the entrainment coefficient in (Yapa et al., 1999) diameter is underestimated.
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Sensitivity to entrainment parametrization

The entrainment parametrization by Yapa and Li (1997), despite predicting the
intrusion level, uncovered key discrepancies: an underestimation of the plume

diameter and an overestimation of the plume velocity.

0.003
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Figure 3.9: North Sea experiment calibration: the shear (orange-purple) component can be tuned

via the entrainment coefficient «, while the forced (black) component is fixed.

Some considerations can be drawn in the limiting case u, = 0, where )y = 0, the
plume trajectory is purely vertical (vs = 0), and the volume flux entering the plume
is only the shear one. This one simplifies to (); = 27wbha|v|, and the entrainment
coefficient o becomes:

/

a:a1+a2Fd’2:a1+a2W

Without ocean currents, the entrainment is inversely proportional to the squared

Froude number (# would be interesting to plot F). The two parameters a; and
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ay are the intercept and the slope. The first parameter, a;, determines when the
entrainment is zero, delaying the entrainment/detrainment transition. The second
parameter a, tunes the magnitude.

With currents, the shear entrainment coefficient becomes «(al, a2, a3) as in Eq. 3.4.
Beyond the shear, the presence of ocean currents gives a forced flux ;. The total
flux is Q. = max(Qs, Q). It is interesting to assess the predominancy of the fluxes
(Q)s and @) in time: in proximity to the discharge (in the first stage) or in presence
of very weak currents, the shear flow dominates. By comparing Fig. 3.9 and Fig.
3.6, the shear vanishes after the neutral buoyancy condition and before the terminal
level. Here we find the transition from shear-dominated to forced-dominated (at
~4 min).

Then the forced flux takes over, as the windward portion of the plume surface
enlarges. The forced flux contribution prevents the overall flux from turning
negative (in other words there is no detrainment; rather, only positive entrainment).
Since we want to calibrate the near-field phase, we need to adjust the shear
entrainment. By tuning the coefficients a; and a5 in Eq.3.4, we are able to delay the
shear-forced transition, and to amplify the shear contribution. Figure 3.9 illustrates
the shear flux, forced flux, and the total volume flux, with corrections applied on a,
and as.

To address the underestimation in entrained mass we apply the following correc-

tions (the parentheses [:] are intervals):

ay =1[12:14a

dy —=[1:15]as (3.14)

These corrections reflect in enlarged plume diameter (Figure 3.11 and Figure
3.10a), resulting in a better alignment with observations. Additionally, the plume’s

ascent is decelerated (Figure 3.10Db).
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Figure 3.10: North Sea Experiment calibration: in a, the plume envelope, in b, the plume centerline
position in time. Again, a comparison between UWORM-1 (black), data (green) is displayed. With

calibration, the plume entrains more water, resulting heavier and slower.

e In conclusion, we underline a potential underestimation of ocean currents from the

1o CMEMS. While the plume diameter now matches the observed data, the trajectory
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Figure 3.11: North Sea Experiment calibration: comparison of plume diameter from UWORM-1

and data. Augmented plume width.

a1 should exhibit a greater curvature. Enhancing the currents could increase the total

ez entrainment due to the higher forced flux.
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3.7 Summary and conclusions

This chapter focused on the numerical modelling of subsurface oil spills in the
near-field region via a plume model approach. We discussed the numerical mod-
elling choices of a free-source UnderWater Qil Release Model (UWORM). UWORM
is a Lagrangian elements plume model which captures the evolution of each el-
ement’s properties over time, yielding outputs such as trajectory, shape, and oil
concentration.

The model incorporates a parameterisation of turbulent seawater entrainment
through ’shear’ and 'forced’ fluxes hypotheses. This causes the plume to entrain
water, reducing the oil mass fraction and overall buoyancy. Subsurface released oil
undergoes distinct phases, transitioning from a jet momentum-driven to a plume
buoyancy-driven phase and eventually to a currents-driven phase. In stratified
ocean conditions, the plume reaches a terminal level below the surface, concluding
the near-field simulation when the plume element’s vertical velocity becomes zero.
A Python-based model was designed, employing initial and boundary conditions
from CMEMS data interpolated at the plume location. The governing equations are
solved using an RK-IV scheme. Validation of the near-field component of UWORM
involved laboratory-scale cases in unstratified and stratified ambient, ensuring
agreement in trajectory, oil concentration, and terminal level. Subsequently, sim-
ulations were compared with data from the NOFO experiment, allowing for the
calibration of the inflowing shear flux.

In conclusion, the development and validation of UWORM could make significant
contributions to rendering subsurface oil spill modelling universally accessible
through the establishment of a clear and well-defined model.

In the existing literature, several plume models have undergone extensive valida-
tion and improvements. To align our model with the current state-of-the-art, the

next step for UWORM will involve incorporating a gas component.
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30 The simplicity of these models is advantageous, albeit with a few drawbacks. The
131 coarse parametrisation of fluid dynamics hinders the resolution of unsteady flow
32 features and reduces reliability as the terminal level is reached. Real oil plumes
1313 in the ocean exhibit intricate dynamics, involving processes such as detrainment.
13« To address such complexities, alternative approaches have been employed (Yang
35 et al.,, 2016b). While plume modelling is just a parametrisation of the real pro-
1316 cesses, it can be more effective in managing actual oil spill disasters due to its rapid

1317 adaptability to the specific accidental case.
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Chapter 4

Far-field modelling and linking

near-far field dynamics

4.1 Introduction

This chapter describes the far-field behaviour of a subsurface spill plume. Beyond a
critical depth, termed the ’intrusion depth’, the oil no longer ascends as a coherent
self-similar structure (the UWORM Near field component of Chapter 3). Instead,
the collective oil spill motion dissolves, and becomes a source of oil droplets that
are transported by three-dimensional ocean currents.

The plume model output at the intrusion depth serves as the initial condition for
a new component of UWORM, so called UWORM far-field model, which consider
oil droplet transport dynamics. The near-field and far-field model components are
coupled producing the simulation of the whole structure of a subsurface release
from the jet to the plume to the oil slicks dynamics at different depths.

For the oil droplets dynamics, the model considers the fundamental advection-
diffusion processes, which considers the three dimensional flow field. In addition,

the oil droplets vertical advection should consider the vertical velocity associated

73
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with the buoyancy forces determined by the specific size of the particles involved.
In Section 4.2 we describe the Lagrangian Particle Tracking (LPT) for oil droplets
in the far-field. In Section 4.3 we describe how we designed the coupling between
near and far field regions, and the particular choice we made for DSD in this
work. Finally, in Section 4.4 we present a coupled near and far-field simulation
for a realistic hypothetical scenario in the Southern Adriatic Sea. A discussion and

conclusion section completes the chapter.
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4.2 Lagrangian Particle Tracking for oil spills

The primary drivers of particle movement in the ocean are currents. These im-
pact particle transport through advection and turbulent diffusion. If the particles
are buoyant, buoyancy must also be considered. The physical representation of
this problem is the evolution equation of particle concentration, specifically, the
advection-diffusion equation, which can be modified to include buoyancy effects.
Various numerical methods, such as finite difference and finite element methods,
can be used to solve this equation, but they often face stability issues due to nu-
merical diffusion and struggle with non-uniform flow fields (Bennett and Clites,
1987). Moreover, they can be computationally intensive. In contrast, Lagrangian
Particle-Tracking (LPT) methods accurately represent the physical diffusion pro-
cesses and are computationally efficient. They in fact provide higher-resolution of
the transported concentration compared to Eulerian models, limited by the mesh
resolution of the Ocean General Circulation Model (OGCM) advecting velocity
field. Secondly, they are faster as focusing only on the region affected by particle
presence rather than the entire domain.

Initially applied to ocean and atmospheric transport (Csanady, 1973), LPT meth-
ods have since been employed for tracking various passive tracers in the ocean,
including pollutants like oil (Elliott, 1986; Johansen, 1984; Al-Rabeh et al., 1989),
plastic, biological particles such as larvae and phytoplankton, as well as sediments
originating from land. LPT has gained popularity for addressing these diverse
issues, other than for its compatibility with ocean hydrodynamics models. Passive
parcels are assumed to be small compared with the smallest dynamical scales
and neutrally buoyant, so that are transported by the Eulerian current fields, at a
specified resolution. Therefore, the resolution of the Ocean General Circulation
Model (OGCM) plays a crucial role, as initial errors tend to amplify.

The LPT approach follows the trajectories of individual particles over time, pro-
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viding insights into turbulent dispersion (through a random-walk process) and
transport. As a first-order approximation, particles are treated as passive tracers
subject to transport and diffusion. However, this approximation is inadequate in
our case, as the specific behaviour of oil is crucial. Surface weathering processes,
such as evaporation, emulsification, and dispersion, significantly alter the chem-
ical and physical properties of an oil slick. Early oil spill models used Mackay’s
weathering algorithm (Mackay and Leinonen, 1977a), as demonstrated by Lardner
in a simulation of the Arabian Gulf (Lardner et al., 1988). Subsequent models,
like OILPOL (AI-Rabeh et al., 1995) and OILMAP (Spaulding et al., 1994), evolved
from this approach. Medslik-II (De Dominicis et al., 2013a,b) introduced a two-step
algorithm: a smaller step for the advection and diffusion of individual particles
(via a Lagrangian stochastic equation) and a larger step for the overall slick fate
processes. In subsurface spills, buoyancy is a critical factor to consider. Oil parcels
are not neutrally buoyant, as their density is typically lower than that of seawater.
Beneath the surface, the primary deviation from seawater particles stems from the
specific oil density, introducing a buoyant drift to the vertical motion (Yapa et al.,
1999) (Dasanayaka and Yapa, 2009). In the following, we describe briefly the LPT

method, applied to the advection and diffusion equation.

Advection-diffusion equation

Let us consider a scalar field C (7, t), representing the probability density function
of a particle position in time. If the particle is immersed in a moving fluid, it
will be subject to a drift force and molecular diffusion resulting from collisions
with the fluid particles. In the ocean, the Reynolds approximation allows to write
the equation for the mean component of C, while smaller turbulent components
are parametrised as turbulent processes. Therefore, the turbulent diffusion term

substitutes the molecular one which is several orders of magnitude smaller (Fischer
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et al., 1979).
Being the 3D flow field v, (%, t), and the diffusivity tensor, symmetric and positive

definite D, and the buoyant velocity w;, the advection-diffusion equation is
8,C + V - [(¥, + wpk)C] = V - (DVC) (4.1)

The PDE (4.1) of advection-diffusion for the concentration field, can be interpreted
as a Fokker-Planck equation for the probability density field. This one is equivalent
to a stochastic differential equation (SDE) for single-particle evolution or Langevin
equation (Gardiner et al., 1985). While the former is solved using Eulerian methods,
the latter is addressed with Lagrangian approaches (Hunter, 1987).

In LPT, diffusion is represented as a random-walk (generally a white noise term) in
the position equation:

dr >

i &(t) (4.2)

where ¢ is the 3D white noise, with mean < £(¢) >= 0 and autocorrelation

< E(t)E() >= 6(t — t'). Applying the Ito hypothesis for the noise, and considering
buoyancy, the SDE for the particle position is (Shah et al., 2011):

A = (T, + wpk + V - D)dt + v/2V dW (¢) (4.3)

being the 3D Wiener increment d¥ normally distributed (for each component i,
the mean is < dWW; = 0 > and variance is < dW? >= dt), while VV' = D. In
general, D is space-dependent and is needed also in the advection term Grawe

(2011). In the simplified case where D is diagonal and spatially-constant, we can

write
Ug 0 2Dy, 0 0
Az = | v, | dt + 0 dt+ | 0 9D, 0 | dW () (4.4)
Wy wy(d, Poit) 0 0 2D,

We indicated the dependency of the vertical buoyant velocity on the droplet diame-

ter d and the oil density p,;;.
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The diffusivity values are often retrievable from Ocean General Circulation Models
(OGCM) or can be calculated with dedicated turbulence models. In general, on
large scales (or coarse resolution OGCMs), we should consider a high horizontal
diffusivity D,. The scale of the modelled process, in our case of the oil slick, should
therefore be compared with the scale of the ocean model in order to assess the
horizontal diffusion value (Nepstad et al., 2022). For the vertical diffusion D,, it
is important to consider a reduced mixing where the vertical density gradient is
high. This results in a step-function, with a higher value in the mixed layer and
a smaller value in the stratified region (within the pycnocline) (Nordam et al.,
2021). Diffusivities for oil spills, provided by (De Dominicis et al., 2013a), are

D;, =1 — 100m?s~* for the horizontal component, and

0.01m2s~! above thermocline
D, = 4.5)

10~*m?s~! below thermocline

for the vertical component.

The horizontal currents velocity v, = (u,,v,) at the particle position is interpolated
from the OGCM mesh. Most ocean models assume incompressible flow, therefore
the vertical velocity component w, can be computed via the continuity equation
(see Appendix A.3 Ocean vertical velocity computation). We calculated the ocean
vertical velocity w, for a given date in the Mediterranean Sea in Figure 4.1. As
we can note, it ranges between 10~7 — 10~° ms~! (several orders lower than the

horizontal velocity 1072 — 1 ms™1).

The numerical model used to solve equation (4.4) for the far-field dynam-
ics is OceanParcels (Lange and Van Sebille, 2017), an advanced simulation tool to
model the movement of particles through marine environments. This Python-based
framework allows for Lagrangian particle tracking, leveraging oceanographic data

from sources like satellite feeds or ocean circulation models to predict trajectories
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Figure 4.1: Ocean vertical velocity in the Mediterranean Sea, computed from the horizontal velocity
components through the continuity equation for August 1,1995 retrieved from Copernicus Marine

Service (Coppini et al., 2023).

affected by currents and other forces. It is highly customisable, enabling users to
simulate complex biological behaviours and chemical processes. It is applied to
phenomena ranging from plastic pollution dispersal to larval fish migration. This
allowed us to inserting a buoyant vertical velocity term into the model, calculated
from droplet sizes. OceanParcels is able to use ocean model data with different
meshes, from Arakawa-A to Arakawa-C grid and offers capability of integrate the
horizontal motion or adding the vertical ocean velocity component. The SDE is

solved using an Euler-Maruyama (EM) scheme or a Milstein scheme.

4.3 Coupling near and far-field dynamics

In this section, we elucidate the coupling between the near-field plume model
and the far-field Lagrangian model. In a stratified ocean, the oil plume gradually

entrains seawater until it attains neutral buoyancy, then decelerating to a terminal
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maximum level. In the far-field, a cloud of individual parcels is modelled.
Oil droplets, formed at the source level, are size-distributed depending on flow
and ambient conditions, as detailed in Section 4.3.2. The mean diameter in the
Deepwater Horizon spill, assuming that the oil was not treated with dispersants,
would have been in the range of 800 to 10, 000um (Li et al., 2017). For example, if
we consider d = 1 mm, then the droplet mass is approximately 1 g. For a typical
oil spill of 10,000 tons, the total number of such droplets is of the order of ~ 10'°.
This number is incredibly high and not applicable in simulations; it is not even
useful. In this work, we make the assumption of super-particles. A super-particle
has the same physical properties as the real droplet (size, density), but it represents
a group of them. With a total number of super-particles N = 10,000, each super-
particle represents 10'°/10% = 10° or 1 million real droplets. The information on
the representative amount is crucial for oil mass conservation: in this way, by
knowing the total number of super-particles on the shore or under the surface, we
can determine the total oil affecting those areas. In the subsequent discussion, we
will refer to these entities as "super-particles" or simply "particles" within the scope
of our modelling approach.
The depth of the terminal level serves as the initial depth for the far-field simulation,
marking the initial position of the oil parcels. Given a number of oil particles NV,
the initial condition velocity is given by the interpolated fluid velocity at the initial
position,

(T, ),i = 1...N
Oil particles are arranged at the intrusion depth in a horizontal circular area
corresponding to the last cylinder circular face from the plume model. The diameter
of such cylinder is less than few 100 meters. The cylinder thickness is of order 10~3
m and is neglected. The horizontal initial positions of the particles, represented by
(xf, ), are considered to be uniformly distributed in the cylinder area. Alternative

modelling choices, such as a x-y bivariate Gaussian distribution, can be considered
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uss  to account for a more realistic assumption. The uniform distribution is expressed as

= r’cos(v?)

= risin(y")

= ZO + Lmaz

(4.6)

uss where 7 is a random value between 0 and r;, the final cylinder radius, +* is a

w7 random number between 0,27, 7, is the release depth, and L,,,, the distance
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covered in the near-field ascent. While the horizontal velocity components are
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Figure 4.2: Initial particles position: (left panel) uniform distribution, (right panel) normal

distribution. The plume final radius is marked in red.

simply the fluid velocity at the terminal depth, the vertical velocity is the sum of

the fluid velocity and a buoyancy term w;

i i
Wy = Weo + Wy

4.7)

Considering that the resolution of available OGCM models is approximately on the

order of ~km, and given that the final plume cylinder radius is about ~100 m, it is

typically observed that the particles share a similar initial drift velocity as they are

all located within the same OGCM grid cell (¢ = v, for all 7 in N). As the particles
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begin to spread over, and with the use of progressively higher resolution models,

each particle will be driven by different ocean velocities.

4.3.1 Droplets buoyant velocity

Oil droplets exhibit a buoyant vertical velocity arising from the lower density of
oil compared to the surrounding water. A buoyant droplet ultimately attains a
constant terminal velocity as described by the Stokes law, where the drag force
opposing motion through water balances the upward buoyancy force. The mass
of a spherical droplet with diameter d and density p, is given by m = pzwd®. In
ambient water density p,, the droplet experiences a buoyancy force characterised
by:
1

F,=mg = éwd3(p — pa)g (4.8)

On the other hand, the drag force depends on the body velocity, denoted as || = v,
and it varies linearly or quadratically based on the flow’s turbulent or laminar
nature. It is defined as:

1
FD = —EpC’DAuP (49)

where () is the drag coefficient and A is the cross-sectional area of the body. For
a spherical object of diameter d, the drag force is Fpp = —31 pCDﬂ§w2. Computing
the balance Fp + F, = 0, the terminal vertical velocity is found to be (Zheng and
Yapa):

4 d Pay 11/2

——(1—= 4.10
385" P )g (4.10)

To define the drag coefficient, we introduce the Reynolds number, commonly em-

Wt =

ployed as an indicator of fluid turbulence. This dimensionless number, representing
the ratio of inertial to viscous forces, can be expressed as:

w?/d  wd
fe = vw/d v

(4.11)
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uss where v [m?/s| is the kinematic viscosity and d is the diameter of the droplet,

considered to be a sphere. Experimental measurements of the drag coefficient
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Figure 4.3: Customary drag coefficient for spheres as a function of the Reynolds number, from

(Duan et al., 2015). The transition from a laminar to a turbulent regime is for Re ~ 3 - 10°.

1487

s (Bello and Idigbe, 2015) extensively show a dependence on the Reynolds number
uso  Of the type reported in Fig.4.3. For a laminar flow (Re < 10°), the drag coefficient is
0 about inversely proportional to the Reynolds number Cp ~ 24Re™1(1+0.15Re%%87),
s whereas for a turbulent flow (Re > 10°) it is approximately constant Cp ~ 0.44
ue (Delnoij et al., 1997). The laminar to turbulent transition can be expressed, in
13 particular, in terms of the sphere dimensions. Therefore, with equal parameters, a
1 laminar regime corresponds to small droplets, a turbulent regime to large droplets.

ues  For the two cases, the terminal velocity is:

w, = 2L0=/ee) for g < d,

12 (4.12)
= |29d(1 — p/pa) for d > d.



84

4. Far-field modelling and linking near-far field dynamics

1496

1497

1498

1499

1500

1501

1502

1503

1504

1505

1506

1507

1508

1509

1510

1511

1512

1513

1514

1515

1516

1517

1518

1519

1520

Transition occurs for Re ~ 10°. By equating the two formulations for the drag in
the two regimes, it is straitghforward to find the critical diameter (Aravamudan

et al., 1982):

9.5201/3
d, = TR0 pa o) (4.13)

In conclusion, the vertical buoyant velocity hinges on both particle density and

diameter.

4.3.2 Droplets size distribution

Accurately determining the oil droplet size distribution (DSD) is crucial for ocean
oil spill models, significantly impacting the overall model prediction (North et al.,
2011). While early oil spill modelling often overlooked this aspect, recent decades
have seen substantial progress in assessing oil droplet size (Nissanka and Yapa,
2018). First size distributions were inferred for oil slicks under breaking waves
(Delvigne and Sweeney, 1989), while later also for subsurface oil spills.
Subsurface released oil undergoes fragmentation into smaller droplets due to
interfacial instabilities, with this process continuing and influenced by turbulence
until it reaches a near-steady distribution. Two common approaches to droplet size
distribution modelling exist. The first category comprises "equilibrium models",
predicting a stable droplet size after breakup evolution concludes (Wang and
Calabrese, 1986; Hinze, 1955; Johansen et al., 2013; Chen and Yapa, 2007). The
second category includes "population dynamic" or "phenomenological" models,
capturing time-varying breakup and coalescence processes (Bandara and Yapa,
2011), with the widely known VDROP-J model falling into this group (Zhao et al.,
2014).

Each category has its own set of advantages and disadvantages. In this study, we

adopt an equilibrium model as our initial approach. Equilibrium models determine
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a single distribution, regarded as the steady-state oil droplet size distribution (DSD).
Typically, these models are developed by fitting a statistical distribution (e.g., Rosin-
Rammler, log-normal) to experimentally observed oil DSD, as the ones in Masutani
and Adams (2001). While early stages utilised uniform distributions (Proctor
et al., 1994), continuous refinement has led to more sophisticated and suitable
choices. Common DSD for subsurface oil blowouts are Rosin-Rammler (or Weibull)
distribution and the log-normal distribution. Both have been used in subsurface
blowouts contexts as they give good fit with observed data (Lefebvre, 1989). The
Rosin-Rammler and the log-normal distributions have been tested by Brandvik
et al. (2013) on data from tower tank experiments conducted by SINTEF. In Li
et al. (2017) the log-normal distribution was calibrated for the DeepWater Horizon
accident and the Deepspill experiments and validated through 23 tests from Tower

Basin SINTEF experiments. If d is the diameter, the log-normal distribution is:

! (Ind — j1)?
f(d) = NI exp [ - T&Q] (4.14)

This is a two-parameters distribution. In fact it is characterised via the two parame-
ters i1 and 6, which are empirically evaluated. This distribution has the peculiarity
of median ds, = . Therefore /i value can be empirically estimated (considering
disruptive and restorative forces of the release) via a characteristic diameter d = ds.
The Weber number is the ratio between inertial forces (disruptive) and surface

tension (restorative):

w?/d pwid
T olpd) | o
A higher Weber number is correlated with high surface instabilities which lead to

We (4.15)

ligaments and droplets formation.
The Ohnesorge number accounts for the viscosity effect and it can be expressed as
combination of the Reynolds and Weber numbers:

~ VWe  /pdfou  pu
Oh = Re  wd/v — /pod (4.16)
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where 4 is the dynamic viscosity [kg/(m - s)]. An escalation in viscosity, signifying a
greater resistance to droplet breakup, is manifested by elevated Ohnesorge numbers.
In Fig.4.4 it is shown how the Ohnesorge and Reynolds numbers vary with the
initial volume flux and nozzle diameter.

Among these three numbers (Re, We, Oh), just two of them are independent and

-+-0.1 L/min
—-0.2 Umin
~-0.5 U/min
=10 L/min
~~2.0 Umin
-=5.0 Umin
10.0 Umin
~-20.0 Umin

0.1

0.01 1120 mm

Ohnesorge number, Oh

DeepSpill +
o 1T

0.001
1 10 100 1000 10 000 100 000

Reynolds number, Re

Figure 4.4: Diagram showing different initial volume fluxes (see colour legend) and nozzle
diameters (Johansen et al., 2013) Different Ohnesorge and Reynolds numbers are obtained, with
a transition between laminar and turbulent flow (solid diagonal line). On the bottom right, the

DeepSpill experiment.

can be used to define a characteristic droplet diameter during a blowout release.
For this work, we selected the one proposed by (Li et al., 2017), which has been

empirically validated and proven satisfactory (Chiri et al., 2020)

d=r-do(1+10-Oh)PWe! (4.17)

with the parameters » = 1.791, p = 0.460, ¢ = —0.518 determined through calibra-
tion in laboratory and real-scale experiments. This empirical definition state that

droplet characteristic diameter increases with viscosity (through Ol numerator)
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and surface tension (W e denominator), while decreases with inertial forces. Finally,
a maximum possible diameter d,

dy = min [Do, 4] —2 } (4.18)

(Pa —p)g

is defined as the minimum between the Raileigh-Taylor instability diameter and the
nozzle diameter. Both the distributions (Rosin-Rammler and log-normal) have been
tested on a variety of data. In Figure 4.5, cumulative distributions are compared
for different datasets, among the Deespill experiment, the DWH JF3 cruise and

tank experiments (UH and BIO) (Li et al., 2017).

1.00
0.90
+ JF2_ROV Observed
0.80 JF2-ROV lognormal
= = JF2-ROV Rosin-Rammler
c 0.70
o = DeepSpill lognormal
—
E 0.60 — = DeepSpill Rosin-Rammler
w UH (2004) lognormal
"E’ 0.50 UH (2004) Rosin-Rammler
= JF3-dive5 lognormal
(=]
> 0.40 = = JF3dive5 Rosin-Rammler
Q
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2 0.30
© = = BIO Rosin-Rammler
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3 P UH (2004) Observed

0.10 ,’ ®  JF3-dive5 Observed

0 OO P Z & A BIO observed

1000 10000

Droplet Diameter (um)

Figure 4.5: Summary of observed cumulative droplet size distributions of five different data sets,
with the associated lognormal and Rosin-Rammler distribution fits to the droplet size data. (Li et al.,

2017).
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4.4 Deep-release scenario in the Southern Adriatic

Sea

We qualitatively assess the UWORM simulation with coupled near and far field
components with a case study involving a release scenario from the decommissioned

Aquila 2 ENI oil platform (DGS-UNMIG, 2017), in the Southern Adriatic Sea.

EMODnet

Eurnpean Marine

Data Hetwork

Figure 4.6: Offshore crude oil installations in the Adriatic Sea area. In purple, the dismissed
platforms, in blue, the ones operational. Off Brindisi coast, the selected site Aquila 2 ENI platform

(40.93018 °N 18.32711 °E). Courtesy of Emodnet.

Selected for its depth, the drilling rig, inactive since 2019, is situated offshore of
the Brindisi coast, approximately 50 km from the coast. Situated in the Southern
Adriatic Sea near the Otranto Strait, the site boasts an average depth of approxi-

mately 1000 m. In Figure 4.7 the Adriatic Sea circulation is portrayed. At the basin
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Figure 4.7: Schematics of the Adriatic Sea surface circulation from (Artegiani et al., 1997).

scale, the area experiences a prevailing cyclonic circulation, characterised by the
Western Adriatic Coastal Current (WACC). This circulation is further intensified by
the Southern Adriatic gyre (SAd), resulting in an overall southeastward current
flow near the site.

In Table 4.1, the initial conditions are listed, including the nozzle radius b,, dis-
charge velocity 1}, oil concentration ¢, oil temperature, oil density py; at a refer-
ence temperature of 15.5°C, the initial density difference with the ambient p,,, and
the depth-averaged stratification N? and Froude number F,. While the platform
coordinates and depth are retrieved from data ((DGS-UNMIG, 2017)), the infor-
mation on the nozzle radius, the type of oil (crude oil), and the discharge velocity
are assumed. These values are chosen based on a hypothetical scenario while
maintaining realism. The relatively high Froude number signifies the importance
of buoyancy compared to initial momentum. The release duration considered is 10
minutes, with the near-field simulation using a time-step At = 0.25 s. Given the
discharge properties, the volume flux is Q, = 0.016 m?/s, resulting in a total oil
volume of approximately V' = 9.4 m®. The simulation commences on August 1st,
1995, at 12:00 CET. This timeframe was selected due to the significant extraction

activity taking place at the Aquila2 platform during this period, thereby increasing
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the risk of oil spills. The ocean data for the near and far models is the daily reanal-
ysis provided by the Mediterranean Forecasting System Monitoring and Forecasting
Center (Coppini et al., 2023).

In Table 4.1 are shown the initial conditions, including the nozzle radius b,, dis-
charge velocity V;, oil concentration ¢, temperature 7y, oil density p,; at reference
temperature 15.5°C, the initial density difference with ambient p,o, and the depth-
average N2. These values are chosen accordingly to hypothetical scenario but with
the constraint of being realistic. The relatively high Froude number indicates the
effect of buoyancy with respect to initial momentum.

We consider a 10 min release and the near-field simulation is run with a time-step
At = 0.25 s. Given the discharge properties, the volume flux is Qo = 0.016 m?3/s,
total oil volume is V,; ~ 9.4 m3. The simulation starts on August, 1st 1995 at
12:00 CET. This timeframe is selected because it corresponds to the years when
significant extraction activity was underway for the Aquila2 platform, and oil spill
risk was higher. The ocean data for the near and far models is the daily reanalysis
provided by a the Mediterranean Forecasting System Monitoring and Forecasting
Center (Coppini et al., 2023).

The horizontal resolution is 0.042 x 0.042 (ca 4-5 km), while the vertical grid holds
141 unevenly distributed z* levels. Temperature, salinity, zonal and meridional
velocity components are bi-linearly interpolated at the platform location giving
the depth-profiles in Figures 4.8 and 4.9. Ocean vertical velocity component
is computed diagnostically as shown in Appendix A.3 Ocean vertical velocity
computation. The ocean density is calculated with the EOS-80 formula (Fofonoff

and Millard, 1983).

The near-field model output is shown in Figures 4.10 and 4.11. In Figure 4.10 the
plume envelope and center-line trajectory are displayed, together with the neutral

buoyancy level and the maximum level of rise.
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20 bo Vo lco | To poitg | L=E N2 | F, | Duration | Total oil
m m|ms!| /|°C|kgm™ / s2| / min m?
820 | 0.05 20| 1113 890 [ 0.128 | 7-1075 | 5.2 10 9.4

Table 4.1: Release and ocean variables: depth, nozzle radius, velocity, initial oil density, buoyancy,

stratification, Froude number, total spill duration and oil volume.
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Figure 4.8: Ambient profiles of seawater temperature, and salinity (a), and density (b), on

01/08/1995 from interpolation at the release location.

In Figure 4.11 the reduced gravity, vertical velocity and position and oil concen-

tration are shown. The reduced gravity and vertical velocity mark the neutral

buoyancy and maximum level. Related correspondence is illustrated between

Figure 4.10 and Figure 4.11. Neutral buoyancy is observed 1.9 hours after the first

release, at a depth of ~ —189 m. The maximum level is reached 2.7 hours after the
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Figure 4.9: Ambient profiles of zonal and meridional velocity components (a), and upward vertical
component (b), on 01/08/1995 from interpolation at the release location. The vertical velocity is

computed diagnostically.

first release, at a depth of ~ —134 m. At this depth, the plume diameter is ~ 600
m, with south-eastward displacement due to ocean currents, with respective zonal
and meridional Az ~ 300 m and Ay ~ —120 m. Over time, the oil mass fraction,
starting at 1 (indicating an entirely oil-composed plume), progressively diminishes
as seawater entrains and mixes with the oil during the plume’s ascent. Final state
of the near-field is summarised in Table 4.2.

The final state of the near-field simulation serves as the initial condition for the
far-field simulation. Each particle is assigned a size according to the log-normal
distribution detailed in Section 4.3.2 (with parameters ;i = Indsy and ¢ = 0.5).
The median diameter dx is calculated using Eq.4.17, with values from Table 4.1,

interfacial tension of oil-water o = 0.019 Nm~!, dynamic viscosity v = 0.009 m?s~*
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z(m) | Az(km) | Ay(km) | radius b (km) | time (hours)
Initial state -820 0 0 5-107° 0
End of near/Start of far | -134 0.30 -0.12 0.30 2.7
Surface state 0 4.06 -1.18 2.75 11

Table 4.2: Summary of initial state, intermediate (end of near and start of far field) and final state.

from Li et al. (2017). The DSD is shown in Figure 4.13a and the associated vertical

velocity in Figure 4.13b, computed using Eqgs. 4.12. A critical size d. distinguishes

the ensemble into a small size group (d < d.) and a large size group (d > d.). In the

OceanParcels framework, a new kernel is implemented to accommodate particle

behaviour, with buoyant velocity assigned to each particle based on size. With

a typical diameter ds, ~ 4 mm, and being the total spilled volume V,; = 9.4 m?,

the number of real oil droplets would be approximately ~ 3 millions. A total of

N = 2500 super-particles are chosen in this numerical simulation, each of them

representing ~ 100, 000 oil droplets and a volume of ~ 30 cm?. The particles are

sequentially initialised at the final plume depth, uniformly distributed within a

radius equal to the final plume radius.

The far-field simulation spans approximately 9 hours, with a time-step At = 5

minutes. The daily reanalysis ocean data is interpolated at particles position. The

horizontal eddy diffusion coefficient is set to D;, = 10 m?s~

diffusion is applied.

1

, while no vertical

In the vertical, the buoyant velocity (Fig. 4.13b) is added to the ocean vertical

velocity (Fig. 4.9b) as in Eq. 4.7. In the far-field interval —130 m < z < 0 m,

the ocean velocity is upward and enhances the ascending buoyant motion. But

the effect is limited due to the order of magnitudes involved (w, < 10~*m/s and

w; > 1073m/s), having an impact only for small particles.
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In Figure 4.14 and 4.15 3D snapshots of the droplet cloud are displayed. The
particles are initialised in the area marked by a circle (end of near-field state).
particles are assigned a colour according to size in histogram Fig.4.13. The related
Lat-Lon view is shown together with the ocean currents at depth.

After 15 (Fig.4.14 A1-B1) and 30 minutes (Fig.4.14 A2-B2), larger particles (d >
4 mm) have emerged at the surface, while smaller ones (d < 4 mm) remain
subsurface. The gradual ascent of particles is size-dependent, with complete
resurfacing taking ~ 8 hours (Fig.4.15 A4-B4). The horizontal displacement in the
far-field simulation (before reaching the surface) ranges from hundreds of meters
for the larger particles to ~4 km in the south-east direction for the smaller particles.
Results are summarised in Table 4.2.

In the future, work is to be done on statistics of the resurfacing and on uncertainties
in simulations parameters (like particles number). The relatively low intensity of
currents (see Fig. 4.12) during the selected time of year and location does not
result in significant stretching and dispersion of the oil slick. Future work will

involve trials with different ocean conditions and more accurate oil rig parameters.
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Figure 4.10: Southern Adriatic Sea near-field simulation: zonal (a) and meridional (b) transects of
plume envelope and center-line trajectory. In (red), the depth of neutral buoyancy, in (blue), the

maximum height of rise.
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Figure 4.11: Southern Adriatic Sea near-field output: the evolution in time for (a), reduced gravity

(solid red) and plume vertical velocity (solid blue), for (b), oil mass fraction ¢ (dashed red) and

vertical position (solid black). See correspondence with Figure 4.10 for neutral buoyancy and

maximum rise level.
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Figure 4.12: Southern Adriatic Sea ocean currents from CMEMS (Coppini et al., 2023) on
01/08/1995. In yellow, the final state of the near-field and initial state of the far-field, at depth z =
-134 m.
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Figure 4.14: Far-field simulation in the Southern Adriatic Sea: (A1-B1) 15 min, (A2-B2) 30 min
after end of near-field (black circle); droplet size is colour-coded with the DSD in Fig.4.13; in B1-B2

ocean currents at z=-55 m and Lat-Lon view of the spill.
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Figure 4.15: Far-field simulation in the Southern Adriatic Sea: (A3-B3) 6 hours, (A4-B4) 8 hours

after end of near-field (black circle); in B3-B4 ocean currents at z=-55 m and Lat-Lon view of the

spill. Smaller particles persist longer subsurface.
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« 4.5 Summary and conclusions

wn  This chapter described the far-field component of UWORM model and the connec-
12 tion between the near-field component (in Chapter 3), and the far-field one. When
173 ambient stratification is sufficient to induce subsurface intrusion, the collective
e« representation of the oil particles in a plume ceases to hold. The plume’s final state
s provides the particles’ initial state, determining their initial position and spreading
w6 beneath the sea surface. Additionally, the characteristics of bottom discharge deter-
7 mine the particles size. Specifically, when oil fluid is released from an aperture in a
s damaged pipeline or from a nozzle in a drilling rig well, it breaks into filaments and
70 particles. A droplet size distribution, which has shown a good fit with data, was
1o chosen. In addition to being advected and dispersed by ocean currents, size plays a
we1  crucial role as it determines the buoyancy of these parcels and, consequently, the
162 time to reach the surface.

1es  In this study, we qualitatively assessed the near and far-field performance of our
e« Underwater Oil Release Model (UWORM) in a case study involving the Aquila 2
s ENI oil platform in the Southern Adriatic Sea in summertime. The chosen site,
s located offshore of the Brindisi coast at a depth of ~ 800 m, offered an ideal setting
wer for investigating near and far-field dynamics.

s The near-field simulation revealed valuable insights into the plume’s behaviour.
160 The plume’s trajectory, neutral buoyancy level, and maximum rise were calculated.
10 The simulation also provided details on the plume’s density over time, illustrating
o1 @ transition from an oil-dominated composition to a mixture with seawater. The
1,02 plume evolution lasted ~ 2.7 hours. The near-field simulation’s final state served
103 as the starting point for the far-field simulation.

1w« This phase involved the release of 2,500 particles, each assigned a size through
1os A log-normal distribution. The particles’ behaviour, influenced by their size and

1eos buoyant velocities, was tracked over a 8-hour period. The far-field simulation
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o7 illustrated that larger particles resurfaced faster, while smaller ones remained
1es  entrapped for a longer duration. Snapshots of the droplet cloud at different time
1e00 intervals depicted the spatial distribution and size-dependent ascent of particles.

o After totally ~11 hours, all the oil had resurfaced, being transported southeastward.
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Chapter 5

Conclusions and perspectives

The threat of oil spills to the marine environment is a substantial and ongoing
concern. This study focuses specifically on subsurface oil spill incidents, such as
damaged pipelines, drilling well blowouts, or sinking oil tankers. The primary
motivation for this work is to comprehensively understand the phenomena and
predict the behaviour of such oil spills. After a subsurface accident occurs, essential
scientific questions arise, ranging from predicting the location, timing, and
likelihood of resurfacing to understanding the interaction with the submerged
bathymetry.

The aim of this study was to develop and deploy a subsurface oil model UWORM,
intending to integrate it with the existing Medslik-II surface model. This integration
seeks to advance our comprehension and predictive abilities regarding oil spills
by considering interactions both beneath and on the surface. In the realm of
surface modelling, Medslik-II, an open-source model developed by a consortium
including the University of Bologna and CMCC, is routinely employed in real oil
spill incidents. Medslik-II employs advection-diffusion principles to simulate the
physical transport of oil parcels and incorporates weathering processes for the

chemical transformation of the oil slick. It uses a double-step algorithm to simulate

103
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processes on two different time scales, combining Lagrangian particle tracking
with Eulerian modelling. The final oil concentration at sea is computed from
information about the oil slick and particles.

Upon delving deeper into subsurface modelling and processes, we encountered a
complex field with various research challenges needing resolution. Furthermore,
the Medslik-II model, being Fortran-based, is outdated and lacks comprehensive
documentation. Therefore, we opted to focus on fully implementing a standalone
subsurface code that could operate independently and easily integrate with any

surface model for oil spills.

To address questions about the timing, location, and emergence of oil spilled
at depth, we separated the subsurface evolution problem into near and far-field
phases. These two phases, supported by both theoretical and empirical evidence,
represent the current state-of-the-art understanding.

In both the near and far-field, buoyancy plays a predominant role in governing
the motion. Buoyancy-driven oil ascends in a turbulent flow, leading to mixing
and entrainment of seawater. In a stratified ocean, as buoyancy gradually becomes
neutral, the plume decelerates until reaching a maximum level of rise. At this point,
plume coherence diminishes, resulting in the separation of oil and water. Buoyancy
reasserts itself as a driving force in far-field dynamics, influencing the velocity
of oil particles proportionate to their size. Our study is structured around this
two-phase classification. Firstly, we presented a near-field plume model, outlining
the methodological approach and validation under varied conditions. Secondly, we
explored far-field Lagrangian tracking of oil particles. The coupling of these two
phases allows a complete simulation spanning from the ocean floor to the surface,
which we demonstrate in a hypothetical oil spill scenario in the Southern Adriatic
Sea.

In Chapter 3, for the near-field module, we designed and implemented a new
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s Python-based integral plume model, where the oil ascends as a coherent structure
e composed of independently evolving Lagrangian elements. This approach predicts
w0 Seawater entrainment into the plume by combining boundary layer theory and
wsi  turbulent mixing parametrisation. The model is grounded in two mechanisms:
s shear inflow and advection inflow driven by currents. Both instantaneous and
w53 continuous releases are options, with the latter considering variations in ocean
wse currents under steady-state conditions.

s The near-field model takes as input both release conditions (initial volume flux, oil
s density, and temperature) and ambient ocean conditions (depth-profile of velocity
ws7 - currents, salinity, temperature, and density). It yields outputs such as plume tra-
s jectory and geometry, thermodynamics, and pollutant dilution over time. Fifteen
50 governing equations, focusing on fundamental processes and excluding detrainment
e and a gaseous component, were applied for each plume element. We introduced
wet  a straightforward equation for the time-varying mixture of oil and water density.
e To solve these equations, we implemented a Python module using a fourth-order
wes  Runge-Kutta scheme.

wee Our simulations underwent validation through laboratory experiments conducted
wes in both stratified and unstratified environments, as well as a real-scale experiment
e in the North Sea in 1995, known as NOFO, specifically designed to study subsurface
wer  spills. The near-field validation underscores two crucial findings. Firstly, accurate
wes calibration of the entraining flux is essential, given its significant impact on overall
e plume buoyancy. The second factor is the choice of the terminal level criterion. Our
o analysis of the vertical component reveals that a neutral buoyancy depth, where
v the plume density equals the ambient ocean density, is followed by a deceleration.
w2 The literature lacks a universally accepted definition of the terminal level. In our
1773 approach, we designated the terminal level as the depth where the plume’s vertical
e velocity falls below a specific threshold, determined by numerical stability.

s Future work on this module should address the gas component, including deep-
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water deviations from ideal gas behaviour described in Chapter 2.

In moving from the near to the far field (Chapter 4), we decided against including
an intermediate lateral buoyant spreading phase due to the typically reduced time
and spatial scales involved. So the end of the near-field phase sets the initial condi-
tions for the far-field, which was implemented via OceanParcels, were a ’buoyant
behaviour’ was added to the transport problem. The plume element at the terminal
level is broken down into a sustained number of oil particles, each assigned an
initial position uniformly across the final plume area. These particles undergo a
three-dimensional ocean currents advection and turbulent sub-grid diffusion. Verti-
cally, the movement of the particles is determined by their buoyancy. The droplet
scale (ranging from pm to mm) suggests involving a buoyancy and a drag forces,
resulting in a size-dependent equilibrium state. We assumed a static log-normal
distribution for droplet size. Considerations for alternative choices include dynamic
distributions that account for continuous coalescence and separation processes
driven by turbulence. Future work should also incorporate the effects of chemical
dispersants or biodegradation, which reduce droplet size.

In conducting a comprehensive near-far field simulation in the Southern Adriatic
Sea, we successfully addressed the core questions of our investigation. The timing
of oil resurfacing depends on the plume’s rising time to the maximum level (ap-
proximately 3 hours) and subsequent droplet travel time, varying significantly with
size (from 10 minutes for larger particles to 8 hours for smaller ones). Accurate
predictions of resurfacing locations require precise information about the ocean
state beyond the release position. Ocean currents play a crucial role in advecting
the plume, entraining water, and subsequently advecting particles. Additionally;
obtaining accurate knowledge of temperature and salinity, contributing to stratifica-
tion, is essential. The uncertainty surrounding the droplet number is another aspect
to be further studied, as it should reflect the discharged oil amount at the release

point, in both instantaneous and continuous discharge scenarios. A statistical
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analysis of the particles resurfacing phenomenon is to be conducted.

The subsurface model UWORM, which includes a new code for the near-field and
incorporates modified OceanParcels for the far-field (with the addition of particle
buoyancy), is now ready to be integrated with any surface model for oil transport.
The final state of the UWORM subsurface model can serve as the initial state for a
surface model. Depending on the occurrence of subsurface intrusion, this integra-
tion will utilise either the near-field stage (utilising information such as the final
plume radius, depth, displacement relative to the source, and oil concentration)
or the far-field stage (providing information on the total oil amount and positions
of oil particles constituting the slick). The integration with a surface model is not
addressed in this study and will be a focus of future work, particularly in coupling

with Medslik-II.
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Appendices

A.1 Forced entrainment computation

In this section we present the analytical expression of the “forced” entrainment,
representing the transport of seawater into the plume. In calculating this inflow,
the authors of (Lee and Cheung, 1990) considered that plume elements (cylinders)
deformations (stretching in the vertical, bending and enlarging). In the local
coordinates system (z',y’, z'), we consider the velocity in spherical coordinates
(|7], v, va), Where |0] = VuZ + v2 + w?, vy = arctan(v/u) vy = arcsin(w/u,). As
stated in Eq. (3.7), the volume flux of v, = (u,, v,,0) into the infinitesimal surface

area dA of the cylinder is:
dQs = —T, - dA = —(i - ugdA + j - v,dA) (5.1)
The total volume flux () is obtained by integration on the total windward surface
Ay
Qf:/ —Ua-d}x:/ (1 UgdA + ] - v,dA) = Qp + Qpy (5.2)
fia /ia
The first objective is the calculation of the area A,, the portion of the lateral
surface of the cylinder perpendicular to the ambient flow ©,,. Given the parallel

and perpendicular projections of the ambient velocity components on the plume

velocity

Uq|| = Uq COS Vg COS Vg, Uq| = u?(1 — cos v¢2 cos vg?)

109
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Vgl = Vg SN Vg COS Vg, a1 = ul(1 — sin vy cos vg?)

we will herein demonstrate the result

Qo = 7bAb ug + 2bh ug, + 72 Au,
! I L+ Aug (5.3)

Qry = mbAb v, + 2bh vy + W% Avy

Referring to Figure 5.1, in a time At, the cylinder is stretched of S, curved on
finite difference orientations Avs and Avy, and enlarged of Ab. Defining a new
orthonormal local coordinate system (, 7, 7), [ is along the cylinder velocity, 7

and 7 define the plane perpendicular to [:

[ = COS Vg COS 7}95 + €OS Vg SIn vgj' + sin v¢l%
i =—RL = R[(cosu,sinvyty + sin vy cos Ug?fd))%—i—

+( SIN Vg SIN VgUg + COS Vg COS vgv'g)j—l—

—((cos v¢v'¢)l% (5.4)
m=nxl =R [( SIN VgUy — SIN Vg COS Vg, COS vgv'g)g—i-

— ( COS VgUg + COS Vg SIN Vg SIN vgv'g)}—l—

\ +(cos? vytip)

From Figure 5.1, the infinitesimal surface area is:

|dA| = (Ab* + S"™)Y2bdy)

The corresponding vector area can be written in the system (I, m,n):

Ab.
- ?f)l + cos s + sin i | S'bdy

In Fig. 5.1 the stretching S defines the curvature radius R = (1, + cos v4%,?) /2,

dA =

and S’ defines the curvature radius R’ = R + x, where x = bsin¢). We substitute

the expressions for S’ = S(R+ x)/R and x = bsin®)
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(bsiny + R)
R

w2 The angle v serves for the area integration and is defined on the  — 7 plane (¢ = 0

(bsiny + R)

dA = | — Abl + cos S M+ sin S 7| bdi

a3 corresponds to m-direction). The integration in ¢ is done on the windward side of
wa  the lateral surface through /3, which sets the projection of the ambient current %,
s on the m—n plane. The windward surface is then defined for ¢ in [7/2— 3, 3 /27— f].
1846

v The @y, contribution to the total flux is evaluated by inserting dA and substitut-
we ing the cartesian components of (I, 71, 7). After the area integration we find the

1849 fOllOWil’lg

p

Qe = uab{ﬂAb COS Vg COS U+

+AS [ — 2R cos B( Sin vy — Sin vy cos Vg cos 'Ugv'g) + (5.5)

+(b% + 2R sin 8) ( cos vy sin vpty + cos vg sin vyvig) | }

\
w50 we substitute the expression of R and 3, finally obtaining:

b2
Qfs = Uq [ﬂbAb oS v €08 Vp+2bAS /1 — cos? vgcos2v¢+%A(cos Vg COS Ue):| (5.6)

1esr In a similar manner (), is found, proving Equation 5.3.

b2
Qfy = Va |:’/TbAb COS Vg sin v + QbAS\/l — sin’ vgcos?ug + %A(COS Vg sin ’Ug):| (5.7)
w2 Egs. (5.6) and (5.7) give the complete forced flux formulation in a 2D ambient
53 flow. This computation is performed at each time step for every cylinder and it is

15« combined with the shear volume flux to obtain the total entrainment.
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Figure 5.1: Cylinder infinitesimal area dA is calculated from potential stretching S, enlarging of

radius Ab and bending Av,. The ambient current direction is set by u,.
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A.2 Plume model numerical discretization

In this section we present the numerical discretization of the near-field component
of UWORM. For clarity, we show a forward Euler scheme, though the code is
implemented with a Runge-Kutta IV scheme.

In an instantaneous release, one cylinder is simulated. In a continuous release, a
series of cylinders are modelled and each of them undergoes the following, with
time-varying ambient ocean conditions.

The initial release conditions are:

v, o = (u®,0°, w?) = (]17|0,vg,112), (2°,9°,2°), =1, T°, S°
The oil density p,;(7°) is calculated from Eq. 3.1g and the entrained ambient water
density is p? (T°, S°) from Eq. 3.1h, so that p" is the initial cylinder density

0_ PooPoi
(1= Ok,

P = pgil

and the ambient time-varying conditions are calculated at the cylinder depth:

Pa(Tar Sa)s Car Ty = (g, v5,0)

a a’ ~a’

The simulation time-step is At = °/|1°|. The initial thickness is defined as h° =
|0°| At and the initial mass is m® = 7(b°)2h°p°.
At each step, the cylinder properties are updated: position, mass, momentum, oil

mass fraction, temperature and salinity. The new position is

.

oAt — bt 4yt At
yt+At — yt + Ut At (5.8)
AL = ot wl At

\
The mass is updated

m A = m! 4 pLQLAL (5.9)
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and the entrained volume flux is Q! = max(Q?, Q%), where the shear component is

Q% = 2mb'hal || — vy
1851 Where
UZH = 0" U, /[ V"]
ot = (al + a2sin v F12°) /(1 + a3 v} /[[T"] — v}y |) (5.10)
F12t = 9.81—’)5’;0” @ /10 = vy 1)

\

s The forced component is calculated:

(

Q% = wuh'b'[2 \/sin vff +sinw}” + (sin v} sin vl)?

+7 &Y cos v cos vl (5.11)

t_ t—At t—At
ﬂ'thOSUQCOSU(b COS vy cos v,

Ast

\
83 Where As = [(2t — 2722 + (yf — ¢! =22 4 (2F — 20724)2]Y/2 and Ab = bt — b4
1864

1ss The momentum equation is calculated by knowledge of the mass, and it is dis-

1866 Cretized as:

FUFAt AL Stt +AL o0t ¢ ¢

Pa— F 7 12
A7 gk (5.12a)

wer  Since mtAt —mt = p,Q AL, it is

ot
m'Tt + 7 pl QAL + m! T P~ gAtk (5.13)

a

mt—&-Atl—)it—&-At

s The discretized momentum conservation equations for each component are

)
uTAIITAL =yt Ul pt QP At

VIFAEITAL = ptmt 4 ol pl QL AL (5.14)

11}t4*13t77lt4*13t _ 71) 771 _+_ 1l}afja(;2t Zﬁ&t _+_ 77lt pa S]Zﬁkt

\
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1o Then update the mass fraction of oil, the cylinder temperature and the salinity

)
ATAMIEAL = et 4 pl QU At

THAR+AL = Tyt 4 Tt QF At (5.15)

St—i—Atmt—i-At — Stmt + S};pZQZAt

1o and evaluate the new density through the state equation

A poil(TH_At)pw (Tt+At’ St+At)
o Poit (THA) (1 — ct+At) 4 p (THHAL St+AL) ct+AL

sn  Finally calculate the new geometrical parameters and the orientation:

P (5.16)

ht+At — (|17|t+At/’ﬁ|t>ht
pttat . mitat
p}f’r‘LFAtﬂ.htJrAt

Ué—l—At = arctan(v!TAt fut+AY)

(5.17)

(5.18)
U;—i—At — arCCOS(wt+At/|5|t+At)

12 We implemented a Python code with a Runge-Kutta IV scheme. In Figure 5.2
w73 the Euler/RK-IV scheme comparison in the laboratory experiment 1b described in

we  Section 3.5.1, showing position (Figure 5.2a) and oil mass fraction (Figure 5.2b).
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Figure 5.2: a, oil mass fraction c¢; b, vertical position z. Comparison between the Euler (purple)

and RK-IV (green) schemes. The relative error is ~ 0.5%.
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« A.3 Ocean vertical velocity computation

In the far-field, oil particles are advected with 3D ocean components (u,, vg, Wy )-
The vertical velocity w, is computed from knowledge of the horizontal components,

usually given by OGCM models. The hypothesis of continuity is a powerful means

..................

Figure 5.3: Arakawa-C grid used in NEMO model: T indicates scalar points where temperature,
salinity, horizontal divergence are defined, (u,v,w) indicates vector points, and f indicates vorticity

points. Adapted from NEMO v4.3 manual (Gurvan et al., 2022).

to calculate the vertical velocity, which can be integrated from the ocean floor to

the surface with proper boundary conditions:

dp Sy
E_’_v'(pva)_o

we The continuity equation becomes, under the incompressible assumption
wir pa(T,y,2,t) = constant :

V-u,=0 (5.19)
s Which equals to the equation for the vertical velocity w,:

ow,

0z

=V (e, v) (5.20)

e With bottom boundary condition w,(z = —H) = 0.
e In a general curvilinear coordinate system, we define the scale factors el, €2, e3 for

a1 the infinitesimal increments (dz, dy, dz) = (e1dxy, eadxs, e3drs).
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CMEMS ocean currents are provided through the NEMO model, with staggered
Arakawa C-type grid (Mesinger and Arakawa, 1976) which set scalar quantities at
the center of each grid volume (T points), while vectorial fields are defined at the

edges (u, v, w, f points), as illustrated in Figure 5.3.
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Figure 5.4: Computed vertical velocity depth profiles, for two different locations in the Mediter-
ranean Sea. In orange, the one given by NEMO, in blue, the one computed through the algorithm

described. Maximum discrepancy is ~ 1076 m/s.

In this representation, each variable is assigned with its scale factors and the
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divergence in Eq. 5.19 is expressed as

V-7, = [ Ua€ou€su + =—Va€10€3y + ——Wae11€2) =0
€1¢€2¢t€3¢ 81’1 8(132 81’3

e Assuming that ¢; and e, do not depend on z, the vertical component of ocean

e7  velocity in Eq. 5.20 is calculated as

wq _ 1 (0 9
Oz3 — €3t [€1t€2t63t (3161 Uq€21,E34 + Oz Uaelveiiv)}

(5.21)

s We show in Figure 5.4 the computed vertical component by algorithm exposed

1.es above with the one from NEMO, for available data.
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