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Abstract. VISIR (discoVerIng Safe and effIcient Routes) is
an operational decision support system (DSS) for optimal
ship routing designed and implemented in the frame of the
TESSA (TEchnology for Situational Sea Awareness) project.
The system is aimed to increase safety and efficiency of nav-
igation through the use of forecast environmental fields and
route optimization. VISIR can be accessed through a web
interface (www.visir-nav.com) and mobile applications for
both iOS and Android devices. This paper focuses on the
technological infrastructure developed for operating VISIR
as a DSS. Its main components are described, the perfor-
mance of the operational system is assessed through experi-
mental measurements, and a few case studies are presented.

1 Introduction

Targeted services based on operational outputs from geo-
physical models represent a new paradigm of knowledge.
In fact, for enabling operational use even by decision mak-
ers with a limited knowledge of the underlying natural pro-
cesses, these services require technological tools of increas-
ing complexity and robustness (Hey et al., 2009). Further-
more, the reproducibility and the degree of objectiveness
of these services critically depend on the traceability of the
computational process and the quality of the computer codes
behind it (Weintrit et al., 2013).

In the framework of maritime safety and efficient trans-
portation, situational sea awareness through the operational
distribution of oceanographic and meteorological informa-
tion is a key enabler of technological applications. In fact,
the use of marine weather forecasts for route recommenda-
tions has been since long recognized (Bowditch, 2002).

However, due to the limited spatial and temporal resolu-
tion of the oceanographic forecast products, so far applica-
tions have dealt mainly with large ocean-going motor vessels
or racing and leisure sailboats, mainly in a regime of open-
sea navigation. In recent years, the operational availability
of coastal observatories and high-resolution ocean forecast
products have paved the way for applications to be used even
in enclosed seas and coastal waters (Proctor and Howarth,
2008).

A list of both institutional and commercial ship routing
systems is provided by Lu et al. (2015), and some major
commercial softwares are compared in Walther et al. (2014).
A few other systems are here reviewed with an emphasis on
their operational functioning.

Montes (2005) reported on a model for automatizing the
Optimum Track Ship Routing (OTSR) service provided by
the US Navy to its own ships. It is a least-time routing system
based on wave forecasts, whereby the safety of navigation is
accounted for through speed penalty functions related to the
sea state. Interestingly, model outputs are validated versus
historical records of route diversions by the US war ships in
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the western Pacific Ocean. However, the related operational
system is not publicly accessible.

A new concept of Sea Traffic Management (STM) has
been developed during the MONALISA series1 and ACC-
SEAS2 European projects (Fiorini and Lin, 2015) and is go-
ing to be implemented in the coming years, starting with the
STM Validation Project3. In the current definition of STM,
the marine voyage is the central object of analysis and de-
velopment (Siwe et al., 2015). A common format (RTZ4)
and architecture for a seamless exchange of route informa-
tion and voyage plans was designed and standardized during
the MONALISA 2.0 project. In the STM framework, voy-
age management services will provide support to individual
ships in both the planning process and during the voyage,
also making use of route optimization services.

The Finnish transport agency developed ENSI5, a system
for providing ships navigating in the Gulf of Finland with a
shore-based support. The route is first planned onboard using
an ECDIS; then it is broadcast to a vessel traffic centre, where
it is validated against topological and marine weather infor-
mation, and finally it is broadcast back to the ship. Warning
items are issued if the shore-based centre detects that the on-
board planned route is either going to cross a traffic separa-
tion scheme or sail over shallow water. Since spring 2016,
routes have been exchanged by ENSI following the standard
RTZ format.

Promising work has been performed at NTNU for
short-sea routing of vessels supplying offshore installations
(Kjølleberg, 2015). The model takes into account wave fore-
casts for computing the optimal sequence for visiting oil plat-
forms, with the objective of optimizing some cost function.
The model does not seem to be part of an operational system
yet, though it is worth noticing that its code has been made
open source.

To the best of our knowledge, an open-access, oper-
ational ship routing system using state-of-the-art meteo-
oceanographic forecasts for route optimization had been
missing before we, in the frame of an Italian national project
aimed at technological transfer (TESSA: TEchnology for Sit-
uational Sea Awareness), developed VISIR ([vi’zi:r], discoV-
erIng Safe and effIcient Routes)6. VISIR is meant to pro-
vide an open-access (but not necessarily free), user-oriented,
cross-channel system for on-demand computation of optimal
routes for various kinds of both motor- and sailboats navi-
gating the Mediterranean Sea. In VISIR-I, the first version of
the system, optimization regards the total time of navigation,
taking into account safety of navigation.

1http://monalisaproject.eu/
2http://www.accseas.eu/
3http://stmmasterplan.com/
4IEC 61174, edition 4: https://webstore.iec.ch/publication/

23128
5https://www.ensi.fi/portal/
6http://www.visir-nav.com/

In this paper we mainly report on the technological infras-
tructure developed for operating VISIR as a decision support
system (DSS). However, we deem it useful to first provide
a compact introduction to the VISIR ship routing model in
Sect. 2. The description of the operational system is split
into a more infrastructural perspective given in Sect. 3 and
a functional one in Sect. 4. In Sect. 5 two case studies, for
motorboat and sailboat routing respectively, are presented.
The conclusions given in Sect. 6 summarize the authors’ ex-
perience gained while realizing VISIR and briefly discuss the
more general perspectives for this kind of technological in-
frastructure.

2 The ship routing model

The model behind the VISIR operational system has been de-
veloped from scratch in the frame of the TESSA project. Its
numerical structure is described in highest detail in Mannar-
ini et al. (2016b). The model is presently coded in MATLAB.

VISIR-I, the first version of the model, employs meteo-
oceanographic forecast products to optimize nautical routes.
The optimization objective is to keep the total sailing time at
an absolute minimum while treating safety of navigation as
a constraint. Safety includes, for both motor- and sailboats,
consideration of minimum under-keel clearance (UKC) and,
just for motorboats, dynamical stability checks too. At each
VISIR-I run, both a geodetic and an optimal route are com-
puted. The geodetic route is a least-time route not taking
into account the dynamic environmental conditions but still
complying with the static safety constraints related to the
bathymetry and the shoreline. The optimal route takes into
account the dynamic environmental conditions both to com-
pute vessel kinematics and, just for motorboats, to avoid the
dynamical hazards of navigation. VISIR-I as a model con-
sists, as reported in the following subsections, of three main
components: the environmental forecasts, the optimization
algorithm, and the vessel model. The MATLAB source code
of VISIR-I is made free and open access under a GPL li-
cence7 (Mannarini et al., 2016a).

2.1 Environmental forecasts

In VISIR-I both sea-state (waves) and wind forecasts are em-
ployed: the sea-state information is used for motorboat rout-
ing and the wind information for sailboat routing.

Small- and middle-sized motorboats are considered by
VISIR-I. Mannarini et al. (2016b) discussed the most rele-
vant environmental couplings for this class of vessels, con-
cluding that waves are likely to be the phenomenon with the
most impact. Thus, VISIR-I employs wave forecast fields
from an operational implementation of the Wave Watch III
(WW3) model in the Mediterranean Sea (Tolman, 2009). The

7http://www.visir-model.net/
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employed fields are significant wave height, mean8 wave pe-
riod, and wave direction. They are provided with hourly res-
olution on a 1/16 degree (i.e. 3.75 M in the meridional di-
rection) mesh. The forecasts originating from the 12:00 UTC
analysis are employed.

For sailboats, 10 m height wind forecasts from IFS
model9 operated by the European Centre for Medium-Range
Weather Forecasts (ECMWF) are employed. The model out-
puts are available with 3-hourly resolution for the first 3
days after the analysis, the horizontal resolution is 1/8 de-
gree (7.5 M in the meridional direction, M = nautical mile),
and the forecasts refer to the 12:00 UTC analysis.

2.2 Optimization algorithm

VISIR-I’s optimization is based on a graph-search algorithm.
Dijkstra’s algorithm (Dijkstra, 1959) is chosen for its ease
of implementation and the fact that, not depending on any
heuristics, it is guaranteed to find an optimal solution. Fur-
thermore, since the environmental forecasts are represented
by time-dependent fields, the algorithm is modified along the
guidelines by Orda and Rom (1990) for ingesting such dy-
namic information. Also, VISIR’s algorithm allows for vol-
untary ship speed reduction. This option enables the ship
to not change course for ensuring the vessel stability con-
straints, resulting in additional savings of navigational time.
All the mathematical details, the algorithm’s validation, and
its pseudocode are provided in Mannarini et al. (2016b). The
target grid for the optimization is a 1/60◦ (1 M in the merid-
ional direction) regular mesh, and the connectivity of the
graph is such that angles of about 27◦ can be resolved. Fi-
nally, thanks to its masking procedure, VISIR is capable of
avoiding the land mass even in topologically complex areas,
such as peninsulas, islands, and archipelagic seas.

2.3 Vessel model

Two quite different approaches are adopted for modelling the
dynamical response of either motor- or sailboats to the envi-
ronmental conditions, as shortly summarized in the follow-
ing.

For motorboats, just displacement vessels (fishing ves-
sels, service boats, displacement hull yachts, and small ferry
boats) are considered in VISIR-I. Sustained vessel speed is
obtained from a balance between the thrust provided by the
propeller and the total resistance applied to the moving hull
in any given sea state. In order to reduce the number of
parameters to be set by the end-user, the motorboat vessel
model is kept simple, neglecting several mechanical effects
affecting vessel dynamics; see Mannarini et al. (2016b) for

8Peak period was used instead of mean wave period until 13
June 2016.

9http://www.ecmwf.int/en/forecasts/
documentation-and-support/evolution-ifs/scorecards/
scorecard-ifs-cycle-40r1

Table 1. Parameters of the motorboat model and their values for the
case study of Fig. 7.

Symbol Name Units Typical value

P Actually delivered engine power hp 650
c Top speed kt 10.7
L Length at the waterline m 22
B Beam (width at waterline) m 6
T Draught m 2
TR Natural roll period s 5.4

more details. The six parameters to be provided by the end-
user are listed in Table 1. Furthermore, vessel stability in a
seaway is considered (IMO, 2007). In particular, the dynam-
ical conditions for the activation of three stability loss mech-
anisms are checked for: parametric roll, pure loss of stability,
and surfriding/broaching (Belenky et al., 2011). Graph edges
leading, for a specific time step, to stability loss are removed
from the graph prior to running the optimization algorithm.
This way, it is ensured that the optimal route does not result
in an exposure to dynamical hazards.

Sailboats are described in terms of their “polar plots”.
These are response functions expressing sailboat speed in
terms of wind speed and direction. They stem from either
measured sailboat performance or so-called velocity predic-
tion programmes (de Jong et al., 2008). In VISIR-I, polar
plots for a given and fixed sail are considered. Each polar
plot contains a no-go zone, accounting for the fact that direct
navigation into the wind is not possible. More on this subject
can be found in Mannarini et al. (2015).

3 The operational infrastructure

In order to make the ship routing system of Sect. 2 opera-
tional, a hardware and software infrastructure has been built
in the frame of the TESSA project. In addition to VISIR,
TESSA also supported the development of several other
DSSs using the outputs of meteo-oceanographic models: for
instance, an oil spill management DSS10 (Liubartseva et al.,
2016) and a DSS for supporting marine search-and-rescue
operations11 (Coppini et al., 2016a; Jansen et al., 2016) were
also developed. All the input meteo-oceanographic model
outputs can be accessed from the Sea-Conditions12 (Coppini
et al., 2016b) portal. VISIR as an operational system inher-
its the infrastructural approach by TESSA, which is a web-
based architecture, exposing multichannel functionality and
decoupling the service front and back end.

Being multichannel implies that the service is made avail-
able across different web and mobile platforms (desktop
computers, tablets, smartphones). Furthermore, the services

10http://www.witoil.com/
11http://www.ocean-sar.com/
12http://www.sea-conditions.com/
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Figure 1. “TESSA matrix”: the three horizontal tiers and the verti-
cal applications or DSSs. The red shaded area is the VISIR applica-
tion stack.

are developed keeping in mind the “3C” paradigm. That is,
the user is granted a consistent, continuous, and complemen-
tary experience, through an ecosystem of platforms where
the same service is made available (Levin, 2014). This is re-
alized through the decoupling between service front and back
end, enabling a thin client to drive complex data analysis on
a supercomputing facility.

From a structural viewpoint, the TESSA architecture is a
“matrix” of tiers and vertical applications. The tiers are the
clients, the “Situational Sea-Awareness (SSA) platform”, and
the “Complex Data Analysis Module” (CDAM). The verti-
cal applications correspond instead to the various DSSs (see
Fig. 1).

The client tier allows the end-user to send commands to
and receive results from the SSA platform. The SSA platform
bridges a bidirectional communication between the clients
and the CDAM and provides maps of environmental fields to
the client tier. The CDAM manages the incoming computa-
tion requests, runs the model (e.g. the one for ship routing),
and returns the results. Furthermore, an application stack dis-
tributed between the client tier and the SSA platform pro-
vides the end-user with the tools required for interacting with
the system.

Keeping in mind the block diagram of Fig. 2, the func-
tioning of application stack, SSA platform, and CDAM are
further detailed in the next three subsections.

3.1 The application stack

The VISIR application stack is a system component needed
to receive the end-user’s requests and deliver the ship routes
to his/her device (see Sect. 7). As seen from Fig. 1, the ap-
plication stack consists of components based on both the
client tier and the SSA platform. It is structured as a mul-

tilayer architecture, which maps the system infrastructure to
the physical layers on which the application is deployed and
executed. In particular, the following three layers character-
ize the application stack: the presentation layer, the business
logic layer, and the data layer.

The presentation layer is in charge of the visualization
through the client rendering engine. This layer corresponds
to the graphical user interface generally employed by desk-
top applications. The VISIR presentation layer is declined
into a web application and two mobile applications. The
web application (www.visir-nav.com) is a single-page appli-
cation, providing universal, full-featured, cross-platform ac-
cess to VISIR. It is coded in JavaScript and Java. The mo-
bile applications have been implemented natively for each
platform (i.e. in Objective C for iOS and in Java for An-
droid). The rationale of creating native applications is to op-
timize visual performance, enhance platform-specific user
experience, and, potentially, exploit best the hardware re-
sources (definitively GPS, and possibly other device sensors
such as the gyroscope and the accelerometer). For instance,
a platform-specific type of map service is adopted: MapKit
Framework13 for Apple devices and Google Maps14 for the
web application and Android devices. Examples of the pre-
sentation layer are provided in Sect. 5. The mobile applica-
tions have been made available on the App Store and Google
Play.

The business logic layer is the core part of the applica-
tion stack and implements its logic. Its task is to receive, pro-
cess and meet the incoming requests from the client. Several
RESTful (Fielding, 2000)15 services have been developed in
order to manage these requests and to forward the required
information to the other components of the infrastructure.
The business logic layer is also responsible for exchanging
information with the data layer.

The data layer is associated with the database engine and
is responsible for the data persistence (within and across
sessions16) and their querying. It receives and fulfils the
database read/write requests coming from the business logic
layer. In particular, by means of this layer, all input parame-
ters related to the ship route computation and all the results
produced by the VISIR model are stored in the database of
the SSA platform.

While the presentation layer is platform-specific, the busi-
ness logic layer and the data layer serve both the channels of
the web application and the mobile applications.

13https://developer.apple.com/library/ios/documentation/
MapKit/Reference/MapKit_Framework_Reference

14https://developers.google.com/maps/documentation/
android-api/reference

15http://www.ics.uci.edu/~fielding/pubs/dissertation/top.htm
16A session is here defined as the user activity comprised between

authentication and quitting from the DSS.
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Figure 2. Functional structure of the TESSA system. Red boxes refer to VISIR-specific components hosted on the TESSA infrastructure
(blue). Cylinders represent databases; boxes are services; icosagons are computational nodes.

3.2 The SSA platform

The SSA platform provides the infrastructure for process-
ing the environmental forecast data and making the services
available to public users across different channels, spanning
from smartphones and web clients to (potentially) third-party
geographic information systems (GISs) (Scalas et al., 2016).
The SSA platform architecture can be divided into several
components: a web portal, a map service, and a message
broker (MB) (cf. Fig. 2). Communication between each of
the clients and server-side software parts occurs according to
open, standard protocols such as HTTP17 and JSON18.

The web portal is a customized web container hosting the
applications and their web APIs and providing basic shared
services like authentication and user management. Both the
VISIR and the DSS portlet are hosted here. The VISIR port-
let provides a universal user interface for any19 browser. The
DSS portlet provides the client tier with authentication and
authorization policies and storage of the most recent compu-
tation results for later retrieval. All user credentials and per-
missions are tracked within the web portal by a user store:
this allows fine-grained permissions and access settings to
the web portal functionalities, like using a specific DSS or
unlocking advanced features.

17http://www.w3.org/Protocols/
18http://www.JSON.org/
19Optimized for Firefox, Chrome, and Safari.

The map service is a cross-application component (used
also by the other TESSA DSSs) designed to provide both
static and dynamic maps and related functions (like data
querying) to external services and applications. The map ser-
vice is made up of a web service providing the maps, a batch
rendering system updating the forecast maps on a daily ba-
sis, and a computing cluster performing the actual render-
ing work. The map service allows distribution of very large
maps by delivering tiles of the environmental field at differ-
ent scale as a set of 256-pixel-wide images (“tiles”), greatly
improving efficiency in bandwidth and client resource us-
age. The indexing of these images has been defined in the
past by different vendors, like Google and Microsoft20, and
then standardized by the Open Geospatial Consortium in the
OpenGIS Web Map Tile Service (WMTS) 1.0.0 specifica-
tions21. Furthermore, the dynamic map service also provides
an experimental WMTS service for improved interoperabil-
ity with external GIS software. A RESTful API is provided
to the clients for querying the available maps and accessing
the data browsing functions (Sect. 2.1). The batch rendering
system periodically fetches environmental data from the En-
vironmental Data Storage (EDS) of the CDAM into a (SSA
platform) local EDS and triggers their initial ingestion within
the system (Fig. 2). The process also includes basic integrity
checks and partial rendering of maps. That is, in order to

20http://www.maptiler.org/google-maps-coordinates-tile
21http://www.opengeospatial.org/standards/wmts
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save resources, the batch rendering system pre-renders just
a limited set of map tiles, allowing a rapid response for most
frequently used maps. For the remaining tiles, an on-the-fly
rendering is triggered, queueing the task to the computing
cluster.

The MB is an intermediate component between the clients
and the CDAM dispatching (DSS-specific) job requests to
the heavy-duty computing back end, on behalf of the clients
(either web or mobile). A call-back mechanism is provided as
a hook to the CDAM in order to notify job completion, either
successful or not, including the data payload. DSS compo-
nents use this system in order to notify users about the results
of their requests and perform additional actions (e.g. store
the results into a historical archive for later retrieval). This
software component acts as a store-and-forward queue, as it
receives and stores requests, forwards them to the computing
engine, and awaits a response. Clients may then retrieve the
results by polling for their availability, checking the payload,
and extracting the information they require for their work.
Additionally, in order to avoid an excessive load, a data re-
tention policy can be enforced (e.g. by setting a limited time
before expiration of pending requests or removing old ones).

3.3 The Complex Data Analysis Module

The Complex Data Analysis Module (CDAM) enables ad-
vanced data processing on the datasets produced by the
meteorological and oceanographic models used within the
TESSA project. Specifically, it represents a back-end con-
nector between the client-oriented services, deployed on the
SSA platform, and the model execution related to a specific
DSS (D’Anca et al., 2016).

In this perspective, the CDAM was designed and devel-
oped in order to hide the internal complexity of the under-
lying DSS model and ease the submission of the execution
and the retrieval of the results by the upper layers of the
operational chain. Moreover, a high modularity implements
the separation of concerns, while the adoption of standard
interfaces and existing technologies, such as JSON format
and REST web services, ensures flexibility and interoperabil-
ity of the software components. Finally, in order to guaran-
tee a high security level, the incoming requests rely on the
HTTPS22 protocol, while a dedicated private network chan-
nel has been set up for the submission of VISIR jobs on the
target computing infrastructure.

From a technological viewpoint, a two-layer logical archi-
tecture has been implemented (see Fig. 2). The first layer, the
CDAM-Gateway, has been designed to be the entry point for
job submissions; it is responsible for managing the incom-
ing requests and for interfacing with the target infrastructure
for the algorithm execution. The second layer, the CDAM-
Launcher, has the responsibility for performing the submis-
sion and correctly managing the job execution.

22https://tools.ietf.org/html/rfc2818

Delving into more detail on the CDAM-Gateway, it con-
sists of two modules: the RESTful web interface and the
CDAM-Scheduler. The former provides the SSA platform
with a uniform REST interface for accepting and managing
the job execution requests provided in a JSON format. The
latter sets the DSS execution environment and forwards the
correct input parameters to the CDAM-Launcher.

The CDAM-Launcher is hosted on the target computing
infrastructure and is responsible for properly managing the
job submission. It relies on the workload manager SLURM23

to perform the execution in a cluster environment. As in the
case of the CDAM-Scheduler, the launcher provides a spe-
cific module for the DSS submission management. From an
operational point of view, an incoming request for an execu-
tion of the VISIR model triggers the following sequence of
operations on the CDAM-Launcher side: (i) check the pa-
rameters received from the CDAM-Scheduler; (ii) prepare
the input files needed by the model; (iii) launch the model
execution; (iv) once the job is completed, contact the SSA
platform; (v) send back the results.

Following the same approach taken for the job request, the
sent-back results are first of all embedded into a JSON ob-
ject compliant with the specific JSON schema defined for the
CDAM.

4 Functioning of the operational system

Following the more structural information from Sect. 3, this
section aims to document the functioning of the VISIR op-
erational system at a higher level. It includes the execution
logic of the system, the system performance, and the end-
user interaction with the system.

4.1 Execution logic

For the description of the logical execution of VISIR, we
hereafter refer to the numbered steps in the sequence diagram
of Fig. 3.

The access to VISIR is open after authentication (1). At the
moment, however, also a valid subscription is also required
in order to run the route computation service. The authenti-
cation is then granted by the DSS portlet hosted on the SSA
platform (2). At this point, after departure and arrival loca-
tion for the route have been set, a route computation request
can be submitted (3) in the form of a string of parameters
(see Sect. 7). Once it is forwarded through the DSS port-
let (3′) to the MB, a correlation ID is provided back to the
DSS portlet (4a) and the client application (4b). At the same
time, the MB forwards the request to the CDAM (4c). While
the VISIR model is run on the supercomputing facility con-
trolled by the CDAM (6a–c), a polling activity starts at the
client (5a) and is forwarded down to the level of the MB (5a′).
Such a querying is iterated until the model results from the

23http://slurm.schedmd.com/
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2.	  Authen8ca8on	  granted	  

3.	  Submit	  request	  

3’.	  Forward	  request	  

4a.	  Provide	  correla'on-‐ID	  

5a.	  Start	  polling	  

4c.	  Forward	  request	  

6b.	  Run	  model	  

7.	  Send	  results	  

8.	  Propagate	  results	  
9.	  Propagate	  results	  
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6c.	  Slurm	  end	  

4b.	  Propagate	  correla'on-‐ID	  

Figure 3. Data flux diagram. The downward-oriented vertical coordinate is the time elapsed since the user started interacting with VISIR,
while the horizontal coordinate goes from high-level to low-level operations. Orange shading indicates simultaneously occurring operations.
The dotted lines indicate replicas of steps (5a) and (5a′), performed until CDAM results are made available to the MB. The correlation-ID
identifies the VISIR job, see route register in Fig. 7a and Sect. 7.

Table 2. Correspondence between steps within the data flux diagram (Fig. 3) and nodes of the VISIR system (cf. Fig. 4). The step part (s:
start, e: end) is also given when relevant (– otherwise).

U0 U1 S1 C1 m C2 S2 p U2

Data flux diagram (Fig. 3) step # 1 5a 4c 6a 6b 6c 7 5a–8 9
Step part s s s s – e e s–e e

S1	  U1	   C1	  

S2	  U2	   C2	  

m	  

U0	  

p	  

Figure 4. Graph structure of the TESSA system for running DSSs
like VISIR. The nodes refer to points of time measurements: the
user interface (U ), the SSA platform (S), and the CDAM (C). The
m (MATLAB job run) and the p (polling) nodes are displayed as
larger filled circles for highlighting the fact that they contain the
internal waiting times τ(m) and τ(p) respectively.

CDAM are sent to the MB (7). At that time, they are imme-
diately propagated up to the level of the DSS portlet (8) and,
upon a polling mechanism (Eq. 1), to the client (9).

The different logical functions played by the clients, the
DSS portlet, the MB, and the CDAM, enable a physical
separation of the assets of the system. This is indeed the
case, since the TESSA architecture mirrors the organiza-
tional structure of the TESSA consortium.

4.2 System performance

As outlined in the previous subsections, the TESSA architec-
ture consists of various connected components acting asyn-
chronously.

In order to assess its performance, it is convenient to con-
sider it as a network whose nodes are linked in a directional
way, as in Fig. 4. The network is characterized by delays
along the links and by node internal waiting times. Some
logical steps of the flux diagram of Fig. 3 can be remapped
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Table 3. Parameters and scores for the least-square fits shown in
Fig. 5. For the η and τ signals (a, c panels of Fig. 5) all fits are
of type axb + c, while for the δ signals (b, d panels of Fig. 5) the
fits are of type dx+ e. The b exponent is given with the 95 % un-
certainty bounds, while the e intercept is given with the estimated
variance (among brackets). Least-χ2 linear fits (Fig. 5b, d) employ
formulas provided in Flannery et al. (1992, chap. 15) for the coeffi-
cients of the linear regression and their uncertainties. M= nautical
mile= 1850 m; kB= kilobytes.

Units Motorboat Sailboat

UI

η

a s M−b 3.9× 10−7 2.4× 10−5

b – 3.3 (2.6–3.9) 3.0 (2.5–3.5)
c s 19.8 14.1
R2 % 98.5 99.5

δ

d kB s−1 90 (100) 30 (18)
e s 7.1 (1.2) 6.3 (0.7)
R2 % 80.6 59.3

SSA
η

a s M−b 9.3× 10−7 1.8× 10−6

b – 3.1 (2.6–3.7) 3.0 (2.5–3.5)
c s 14.5 10.5
R2 % 98.3 99.6

δ
e s 3.2(0.2) 3.1(0.2)
R2 % 74.1 94.2

CDAM
η

a s M−b 1.1× 10−6 2.0× 10−6

b – 3.1 (2.6–3.7) 3.0 (2.5–3.5)
c s 12.6 8.6
R2 % 99.6 99.6

δ
e s 2.1 (0.1) 2.1 (0.1)
R2 % 98.7 94.8

MATLAB τ

a s M−b 1.7× 10−6 3.7× 10−6

b – 3.0 (2.5–3.6) 2.9 (2.4–3.4)
c s 9.3 5.5
R2 % 97.9 99.5

to the network of Fig. 4 via the correspondence provided in
Table 2. The nodes of Fig. 4 were chosen because they corre-
spond to the places where it is presently possible to carry out
time measurements. The names of the nodes, {U,S,C}, cor-
respond to the names of the TESSA tiers (UI, SSA platform,
CDAM) where measurements are taken. The performance of
the VISIR operational system can then be assessed by com-
paring time measurements at various nodes.

The experimental activity was carried out ensuring that
the computational cluster was nearly idle. Computations of
routes up to 500 M length were requested from the UI. For
each given route length, the same departure and arrival were
employed in up to 10 routing jobs during test sessions oc-
curring on three different calendar dates. The experimental
protocol also included recording timestamps at the various
nodes of the network of Fig. 4.

In Fig. 5 we display data collected for both motorboat
(Fig. 5a, b) and sailboat (Fig. 5c, d) VISIR jobs. In the
left panels we display the “waiting times” η(Q)= t (Q2)−

t (Q1), with Q= {U,S,C}, and τ(m), the duration of the
MATLAB job. The measurement of the η(Q) times, which
are differences of absolute times at a given tier of the TESSA
infrastructure, does not require clock synchronization among
the asynchronous system tiers.

For longer routes, η(Q) is dominated by τ(m), which with
respect to route length L, scales as a power law with an ex-
ponent of about 3 (cf. Table 3). The relation between L and
the number N of grid points in the selected bounding box for
route computation (see Sect. 4.3) depends on the aspect ratio
of the latter. For a squared box, L∼

√
N , for a more elon-

gated one, L∼N . Consequently, the fitted exponent also im-
plies a power-law dependence on N with an exponent com-
prised between 1.5 and 3. This is compliant with the fact
that a quadratic trend with respect to N was fitted in Man-
narini et al. (2016b). This in turn agrees with the theoretical
performance of Dijkstra’s algorithm (Sect. 2.2) for its im-
plementation without any specific data structures. Thus, the
performance of the VISIR operational system for long routes
mirrors that of the model for ship route optimization.

For shorter routes however, it is apparent that the values
of η(Q) at the various system layers differ by several sec-
onds. In order to better explore the performance of the VISIR
operational system, we subtract the τ(m) dominant contri-
bution, defining the excess times δ(Q)= η(Q)− τ(m). Fur-
thermore, we display δ(Q) vs. the sum of the sizes of the two
JSON files containing the geodetic and the optimal route (see
Sect. 7). That is a proxy of the size of the payload transferred
from the CDAM up to the level of the UI. Resulting data for
the motorboat and sailboat modality are displayed in Fig. 5b,
d.

Starting from the CDAM δ data (blue markers and lines), a
nearly constant trend is observed for both motor- and sailboat
tests. We find δ(C)≈ 2 s. Between the C2 and C1 nodes two
distinct processes occur on the CDAM: the MATLAB job is
submitted via slurm and, upon completion, the results are up-
loaded using the call-back URL mechanism (cf. Sect. 3.2) for
making them available to the SSA platform. We separately
tested that the duration of a slurm task that just submits a
void MATLAB job is between 1.4 and 2.0 s. Thus, most of
the δ(C) time should be ascribed to this irreducible slurm
duration. Also, δ(C) is found to be independent of payload
size, as a consequence of the high-speed network connection
of the computing facility hosting the CDAM.

For the SSA δ data (red markers and lines), again a nearly
constant trend is observed for both motor- and sailboat job
tests. We find δ(S)≈ 3 s. Despite the name (arising from
the TESSA tier where the measurements are carried out),
the δ(S) duration contains, besides the SSA–CDAM bidirec-
tional delays, mainly CDAM tasks: the preliminary valida-
tion of the job request parameters (occurring at the CDAM-
Gateway), the setup of the remote environment on the su-
percomputing facility (CDAM-Gateway), the namelist pro-
duction (CDAM-Launcher), the processes leading to δ(C)
(CDAM-Launcher), and the creation of an output JSON file
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Figure 5. Performance of VISIR operational system, distinguishing between motorboat (a, b) and sailboat modality (c, d). Left panels
contain performance vs. route length L. The “UI”, “SSA”, and “CDAM (slurm)” times are respectively the quantities η(U), η(S), and η(C),
while “MATLAB” stands for τ(m). Power-law least-square fits are displayed as solid lines, and fit parameters are given in Table 3. Right
panels contain the δ(Q)= η(Q)− τ(m) times. Here linear fits are displayed as solid lines and the times δ(S)+ tpoll/2 as dashed grey lines.
The length of the vertical bar is given by 2σe, where the estimated standard deviation based on a sample of ν measurements is computed as

σe =
√∑

i(yi − y)
2/(ν− 1).

containing both the geodetic and the optimal route. With the
exception of the first and the last, these processes are in-
dependent of payload size and, thanks to the fair internet
bandwidth available at the SSA platform location, result in
a nearly constant δ(S)− δ(C)≈ 1 s.

Moving to the UI δ data (black markers and lines), we note
first of all that, for a given route length, the sailboat’s payload
is smaller than the motorboat’s. This is due to the fact that a
smaller number of fields is stored in the sailboat payload (e.g.
the flags of the dynamical safety constraints, see Sect. 2, are
just available for the motorboat case). Furthermore, for both
motorboat and sailboat, the UI measurements are character-
ized by a large variability (error bar size) among the different
tests. The data show a linear trend of δ(U) with respect to
payload size. The intercept of the linear fits (e parameter in
Table 3) is located at about 7 s, and δ(U) is found to increase
with payload size.

In order to understand the results about the e offset, it
should be recalled that δ(U)−δ(S) includes, besides the UI–
SSA bidirectional delays, the waiting time τ(p) due to the
polling interval tpoll of the client application (Sect. 3.2). The
polling mechanism can be considered as a normally closed
gate, opening instantaneously any tpoll time units. Thus, a
signal arriving at the gate at a time σ cannot pass before the
additional delay τ(p), given by

τ(p)= tpoll−mod(σ, tpoll), (1)

is elapsed. Eq. (1) defines a piece-wise linear function of σ .
In the case of VISIR, σ includes, as described above, both
deterministic and stochastic (due to internet bandwidth and
computing resources availability) processes. Thus, it is con-
venient to estimate the time average of τ(p), given by

τ(p)= 〈τ(p)〉σ =
1
2
tpoll. (2)
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Thus, we find that, on the average, it must be δ(U)− δ(S)≥
tpoll/2. For this reason, we display in Fig. 5b, d the quantity
δ(S)+tpoll/2 (dashed grey line), and as expected we find that
δ(U) is never smaller than it. At present, the setting of the
polling mechanism is such that tpoll = 5 s.

Concerning the slope found in Fig. 5b, d for the linear fits
of δ(U), we note that it is different for the motorboat and
sailboat modality (Table 3). We recall that the δ signals dis-
played are not affected by the VISIR model internal time
τ(m), which in fact differ between motorboat and sailboat
computations, as shown by the values in Table 3. Thus, the
reason for the different slopes must be searched in either the
internet connection or some UI processing. The error bars in
Fig. 5b, d and the uncertainty in the fitted parameters (Ta-
ble 3) confirm a large variability of the internet speed dur-
ing the tests. However, there are also specific data checks
and rendering peculiarities in the line chart (Fig. 8b, c) of the
VISIR sailboat interface. Thus, at the moment we cannot rule
out any of the possible explanations. Both are likely to be at
play, though more accurate tests and measurements would be
needed for assessing their relative importance.

Ultimate performance limit of VISIR

The experimental findings above and their analysis enable us
to assess the ultimate performance limit of the VISIR tech-
nological infrastructure.

There are limiting factors of two types: on the one hand,
there are parameters (such as tpoll and the slurm duration for
submitting a job) that could be tuned for obtaining some mi-
nor improvement (a few seconds in the best case). On the
other hand, there are larger penalties paid to the present ar-
chitecture which represent the actual bottlenecks of perfor-
mance:

i. the computational cost for generating the ship routes

ii. the internet-based communication among asynchronous
system components.

In particular, (i) dominates the UI waiting time for long
routes while (ii) is the limiting factor for the shorter routes.
Fixing item (i) corresponds to a situation where dedicated
computational resources are available and the performance
of the computing algorithm has significantly improved. It can
be simulated by subtracting the duration τ(m) of the MAT-
LAB job, as we did in Fig. 5b, d.

If further also item (ii) were fixed by a fast link (optical
fiber or so), the ultimate limit for the VISIR user waiting time
would be given by e+tpoll/2, where e is the intercept of δ(S).
Using current values for both the e coefficient (cf. Table 3)
and tpoll, this would imply a total waiting time of about 6 s
after a route request is submitted from the user interface.

4.3 Use of the system

The end-user experience of VISIR entirely occurs within
the presentation layer of the application stack. Its main el-
ements are a menu, a geographic map, and a line chart24.
Upon authentication, the submission of a route computation
can be completed by a minimum of three clicks. The left
menu offers three modalities to enter the two locations be-
tween which the route has to be computed: (i) by typing
their lat–long coordinates; (ii) by clicking–tapping on their
positions on the map; (iii) by typing the name of a land-
based location. The latter option exploits, depending on the
platform, a Google or MapKit Framework API for georefer-
encing toponyms (e.g. “Otranto” is mapped to 40.14390◦ N,
18.49117◦ E).

A crucial point is subsetting the domain (“bounding box”)
used by the algorithm for computing the optimal route. In
fact, the computational cost of the route computation heavily
depends on the bounding box extent. By our choice, it ini-
tially corresponds to a box whereby two opposite vertices are
the route endpoints. However, due to specific domain topol-
ogy (peninsular or archipelagic regions) and environmental
conditions (leading to unsafe navigation), a suboptimal route
or no route at all may result from using the default bounding
box. Thus, we designed all the interfaces in a way that the
bounding box can be interactively resized. Leaving it to the
end-user to decide whether and how to resize the bounding
box certainly introduces a degree of subjectivity in the final
results of the route computation. However, it is our experi-
ence that, after a few trials, the user easily learns how to do
it in a conservative and still effective way. In fact, it is suf-
ficient to obtain a result and then submit a new route with
a larger bounding box; if there is no change in the results,
convergence has been achieved.

Furthermore, if a land-based endpoint is selected (such as
“Lecce”), the next sea position within the bounding box and
with positive UKC (i.e. sea depth larger than vessel draught)
is automatically retrieved by the model. It is also possible to
set a minimum offshore distance ρ to be met by each route
waypoint (see Fig. 6). This is achieved by masking the graph
domain previously to the run of the shortest-path algorithm
(Mannarini et al., 2016b).

Three pre-defined sets of motorboat parameters (a dis-
placement hull cabin cruiser, a fishing vessel, and a small fer-
ryboat) can be selected and edited. Alternatively, a sailboat
type can be picked up from a database of boats with lengths
between 7 and 19 m (Fig. 8a). From the “advanced settings”
section of the left menu (in case of motorboat) the individual
safety constraints for motorboat routing can be checked and
the voluntary speed reduction can be chosen as an option.

24At present, the line chart is just available for the web applica-
tion (v.4.2). It is planned that this feature will be made available for
the mobile apps, too.
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Figure 6. Routes with minimum offshore distance ρ set to zero (panel a) or to 6 M (panel b). The inset of (a) displays that even for ρ = 0
the land mass is avoided, while the inset of (b) demonstrates that the routes are locally tangent to a circle of radius ρ = 6 M centred on the
island of Marettimo, off the western coast of Sicily.

Upon route submission, a progress bar with an estimate of
the waiting time appears. Due to features of the algorithm,
Sect. 2.2, such a time depends on both the bounding box size
and the duration of the navigation. The random availability
of the internet band and the unpredictable load of the com-
puting resources do not allow the end-user to be given an ex-
act estimation of such waiting time (Sect. 4.2). This is why
the VISIR dialog window provides the time together with an
uncertainty, whose value is identified by means of empirical
tests, like those provided in Fig. 5.

If the route computation fails, a diagnostic message ap-
pears with a hint to what should be changed in order to get
a successful result. If the route computation succeeds, both a
geodetic (black) and an optimal route (red) are displayed on
the map.

5 Examples

In order to demonstrate the operational functioning of VISIR,
we report in this section about two execution scenarios, one
for motorboat and the other one for sailboat.

5.1 Motorboat route

In Fig. 7 a fishing vessel route in the Aegean Sea is displayed.
The geodetic route connects departure and arrival location
while skipping the islands in between. The optimal route, be-
sides avoiding the shoreline, contains a significant eastbound
diversion (Fig. 7a). This is instrumental in avoiding the rough
seas experienced along the geodetic route. The resulting op-
timal route, though 24 M longer, is nearly 1 h faster than the
geodetic one.

The VISIR web application displays various combinations
of forecast fields on the geographic map. In Fig. 7a the peak
wave period and wave direction fields are shown. Further-
more, the line chart below the map can display various kine-
matic and environmental fields along the routes (Fig. 7b, c).
Each waypoint (WP) on the map is bijectively linked to the
corresponding WP on the line chart (see Fig. 7a, b), en-
abling an immediate georeferencing of line chart informa-
tion, or, inversely, temporal localization of a WP. Further-
more, upon querying a WP (either from the map or from the
line chart), the map of the forecast field at that specific time
step is displayed, highlighting the time-dependent informa-
tion processed by the VISIR model. In Fig. 7b the vessel
speed over ground (SOG) for both routes is compared to the
top speed of the vessel in calm weather conditions. It is ap-
parent that the optimal route, involving sailing in calmer seas,
enables the vessel’s propulsion system to sustain a larger
SOG. The route performance information is summarized in
the route register in the left menu (Fig. 7a). As another op-
tion, the safety indices for vessel stability discussed in Man-
narini et al. (2016b) can be displayed in the line chart. For
instance, Fig. 7c shows that, for the selected route, pure loss
of stability is experienced along the geodetic route, starting
from positions at 110 M from the departure place. The opti-
mal route instead per construction does not suffer from this
hazard. However, it is up to the user to individually uncheck
the default flags of the safety constraints: parametric rolling,
pure loss of stability, surfriding and broaching.

In Fig. 7 the same route on top of the significant wave
height and wave direction fields is shown, as it is visualized
on an iPad (Fig. 7d) and an iPhone (Fig. 7e) screen. The Map-
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Figure 7. A motorboat route computed by VISIR. A displacement vessel with parameters as in Table 1 is employed for the computations.
Panels (a), (b), and (c) belong to the web application; panels (d) and (e) to the iOS mobile app respectively on an iPad and iPhone. The
shaded field in (a) is the peak wave period (see footnote no. 8 on p. 3) and wave direction, while the shaded field in (d) and (e) is significant
wave height and wave direction. Panels (b) and (c) are two possible visualizations of the line chart below the map of the web application: in
(b) the SOG vs. cumulative time since departure and in (c) the danger index vs. cumulative distance from departure place is visualized. See
Sect. 7 for the availability of input and output data relative to this route.
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a)	  

b)	  

c)	  

d)	   e)	  

a’)	  

Figure 8. A sailboat route computed by VISIR. The shaded field in the maps is the 10 m height wind intensity and its direction. A “First
36.7” sailboat is employed for the computations. Panels (a), (a’), (b), (c) are relative to the web application; panels (d) and (e) to the Android
mobile app on a tablet and a smartphone respectively. Panels (b) and (c) are two possible visualizations of the line chart below the map of the
web application: in (b) the SOG vs. cumulative time since departure and in (c) the TWA vs. date and time (note the no-go-zone, Sect. 2.3,
between the green dashed lines) is visualized. See Sect. 7 for the availability of input and output data relative to this route.

www.nat-hazards-earth-syst-sci.net/16/1791/2016/ Nat. Hazards Earth Syst. Sci., 16, 1791–1806, 2016



1804 G. Mannarini et al.: VISIR-I: least-time nautical routes

Kit Framework cartography and the possibility to rotate the
geographical north of the map can be noted.

5.2 Sailboat route

First of all, we should stress the fact that, due to the limited
capability of producing thrust through wind, a sailboat route
between given endpoints is not always feasible. In particu-
lar, there are limitations for upwind motion and for too weak
or too strong wind intensities (Mannarini et al., 2015). For
this reason, it is even less likely that the most direct route
between the endpoints is feasible. Thus, in VISIR-I the sail-
boat geodetic route is provided just as a topological informa-
tion, without any reference to its kinematical aspects. Fur-
thermore, the end-user is informed about the possible diffi-
culty in computing the route by an info box including a hint
to check the polar plot parameters (Fig. 8a′).

In Fig. 8, a First 36.7 (an 11 m long boat) route around the
island of Crete is displayed. In the actual case shown, it is
seen that the geodetic and the optimal route sail on opposite
sides of the island (Fig. 8a, d, e). This is suggested by the
algorithm in order to avoid the dead calm areas in the lee of
the high (> 2000 m a.s.l.) mountains of Crete. The line charts
selected for this case study show the SOG and the true wind
angle (TWA) with respect to cumulative time and date/time
since departure, respectively. The SOG line chart (Fig. 8b)
also includes the velocity made good to course (VMC) infor-
mation (Mannarini et al., 2015), demonstrating that the ini-
tial eastbound diversion of the optimal route locally implies
departing from the target (VMC< 0). The TWA line chart
(Fig. 8c) shows that the algorithm suggests the boat sails at
a TWA close to the minimum possible for the actual polar
plot during the close-hauled phase (upwind) and at a TWA
close to the maximum possible during the broad reach phase
(downwind).

The sailboat routing is at the moment available, besides
on the web application, just on a development version of
the Android mobile application. A few previews of the tablet
(Fig. 8d) and smartphone (Fig. 8e) layouts are displayed in
this paper.

6 Conclusions

Starting from the VISIR model, a DSS for on-demand com-
putation of optimal ship routes in the Mediterranean Sea has
been put into operations. It addresses small displacement
hull motorboats and sailboats of various sizes. Shoreline and
bathymetry are the static databases used for checking the
minimal requirements for the safety of navigation. Forecasts
of sea state and wind from third-party providers are the dy-
namical information used for checking vessel stability and
for the minimization of the route duration. The operational
system is available cross-channel. Client applications for the

web browser and iOS and Android devices have been devel-
oped.

The infrastructure developed for running VISIR in an op-
erational way is to a large extent general, and it was suc-
cessfully employed as a template for other DSSs developed
within the TESSA project (Liubartseva et al., 2016 and Cop-
pini et al., 2016a).

One of the most significant authors’ experience is that
the realization of the VISIR operational system (2013–2015)
also had a positive feedback on the initial phase (2012–2014)
of development of the VISIR ship routing model. This was
due to the fact that the operational service required the model
to reach a level of robustness far beyond the case study test-
ing. Exceptional and challenging environmental conditions
highlighted issues and bugs of the model, and the demanding
computational requirements of a multiuser system pushed for
a more and more efficient model code.

It is important to stress that the technological infrastructure
developed for running VISIR in operational mode allows an
end-user to drive the execution of a state-of-the-art research
model, customizing his/her route needs, vessel features, and
level of safety. The fact that the scientific and computational
issues behind the UI are made transparent to the UI end-user
is one of the main achievements of the architecture. Further-
more, it allows for avoiding heavy computations on the de-
vice used to access the system while minimizing the amount
of data transferred to it from the computational facility. The
performance of the TESSA architecture VISIR runs within
has been assessed through extensive experimental tests. They
indicate that, upon removal of the major bottlenecks, the ul-
timate limit for the VISIR end-user waiting time could be a
few seconds (Sect. 4.2).

Numerous developments of the VISIR ship routing model
are envisioned, and some of them were already discussed in
Mannarini et al. (2016b). As a development possibility for
the operational infrastructure, we envision the realization of
a “VISIR web API” for granting interoperability with third-
party softwares. Furthermore, interoperability along the lines
of the new STM concept is also possible. In particular, the
routes computed by VISIR can be made compliant with the
route exchange format RTZ recently approved by IEC (In-
ternational Electrotechnical Commission) as an international
standard (see footnote no. 4 on p. 2).

7 Data availability

Both the input and the output data relative to the case studies
displayed in Figs. 7 and 8 are available in the Supplement of
this manuscript.

In the input data directory we provide:

– The submission string generated upon user request of a
route computation (Sect. 4.1);
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– The namelists (*_pars.txt files) for running VISIR
Mannarini et al. (2016b, a), prepared by the CDAM-
Launcher out of the submission string;

– The algo.out file, which contains the MATLAB
command window output during job execution.

In the output data directory we provide:

– A log of the input namelist (2_namelist_log.txt)
that can be used for checking correspondence to the in-
put parameters;

– The detailed voyage plans relative to both the geode-
tic (2_gdt_*) and optimal (2_opt_*) routes, in
both a tabular (.tab) and JSON (.json) for-
mat (cp. Sect. 4.2). Note that The WP key in the
2_voyageplan.* files corresponds to the WP value
in the tool-tips shown in Figs. 7 and 8;

– A report of the main results from the VISIR job
(2_log.txt).

The Supplement related to this article is available online
at doi:10.5194/nhess-16-1791-2016-supplement.
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