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High-impact ocean weather events and climate extremes can have devastating effects
on coastal zones and small islands. Marine Disaster Risk Reduction (DRR) is a
systematic approach to such events, through which the risk of disaster can be identified,
assessed and reduced. This can be done by improving ocean and atmosphere
prediction models, data assimilation for better initial conditions and developing an
efficient and sustainable impact forecasting methodology for Early Warnings Systems.
A common user request during disaster remediation actions is for high-resolution
information, which can be derived from easily deployable numerical models nested into
operational larger-scale ocean models. The Structured and Unstructured Relocatable
Ocean Model for Forecasting (SURF) enables users to rapidly deploy a nested high-
resolution numerical model into larger-scale ocean forecasts. Rapidly downscaling the
currents, sea level, temperature, and salinity fields is critical in supporting emergency
responses to extreme events and natural hazards in the world’s oceans. The most
important requirement in a relocatable model is to ensure that the interpolation of
low-resolution ocean model fields (analyses and reanalyses) and atmospheric forcing
is tested for different model domains. The provision of continuous ocean circulation
forecasts through the Copernicus Marine Environment Monitoring Service (CMEMS)
enables this testing. High-resolution SURF ocean circulation forecasts can be provided
to specific application models such as oil spill fate and transport models, search and
rescue trajectory models, and ship routing models requiring knowledge of meteo-
oceanographic conditions. SURF was used to downscale CMEMS circulation analyses
in four world ocean regions, and the high-resolution currents it can simulate for specific
applications are examined. The SURF downscaled circulation fields show that the
marine current resolutions affect the quality of the application models to be used for
assessing disaster risks, particularly near coastal areas where the coastline geometry
must be resolved through a numerical grid, and high-frequency coastal currents must
be accurately simulated.

Keywords: numerical modeling, ocean model, relocatable model, dynamical downscaling, multi-nesting method,
high-resolution models, nested grid, structured and unstructured grid
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INTRODUCTION

Major natural and manmade events can endanger life and
property in coastal areas. Such threats are addressed through the
Sendai Framework for Disaster Risk Reduction (DRR), which
is aimed at reducing the damage caused by natural hazards,
such as the beaching of hazardous substances, storm surges,
and flooding. This is achieved by analyzing and managing the
causal factors of disasters, including the estimation of hazards,
wise management of land and the environment, and improved
preparedness for adverse events (Thomalla et al., 2006; Calkins,
2015; Carabine, 2015). In this paper we do not address the
concepts of vulnerability, exposure, resilience related to the DRR.
Instead, we present a numerical platform to accurately estimate
natural hazards. Many coastal hazards can be simulated with
baroclinic three-dimensional modeling at very high horizontal
and vertical resolutions. This type of limited area modeling must
be relocatable, i.e., able to be rapidly deployed and adapted to the
dominant processes in the areas of interest.

Fine-mesh models can resolve space-time scales such as
coastal currents and steric and tidal sea levels simultaneously,
with unprecedented resolution and accuracy. Increased IT
capabilities mean that limited-area ocean circulation models that
provide real-time forecasts are becoming more attractive for end-
users and stakeholders, such as governmental and educational
institutions and private companies. High space-time resolutions
can improve several application-specific models, such as oil spill
modeling, search and rescue support simulations, ship routing for
safe navigation, marine ecosystems nutrient cycling, and higher
trophic level modeling. These high-resolution marine forecasts
and associated uncertainties can provide key information to
policy advisors, stakeholders, and decision-makers, and can thus
help to reduce the impact of these hazards on communities and
minimize the risk of potential losses due to poor decisions.

Relocatable forecasting was first developed in the 1980s and
has since progressed (Robinson et al., 1986; Lermusiaux, 2007; De
Dominicis et al., 2014; Trotta et al., 2016; Onken, 2017; Pinardi
et al., 2017) to unstructured grid models (Oliveira et al., 2020),
which can be implemented in a shallow water framework even if
a fully baroclinic model is potentially available.

This paper describes a new modeling platform, called
Structured and Unstructured Relocatable ocean modeling for
Forecasting (SURF1), which has been adapted for several coastal
and near coastal areas to demonstrate the benefits provided by
higher model resolutions, in terms of the simulation of object
drift, oil spill events, storm surges, and currents in narrow straits.
SURF is a fully baroclinic hydrodynamic model downscaling
platform, based on two hydrodynamic cores with different spatial
grids and discretization methods: (i) the Nucleus for European
Ocean Modeling (NEMO, Madec, 2008), which is coded using
the finite difference method on a structured mesh, and (ii) the
System of HydrodYnamic Finite Element Modules, (SHYFEM,
Umgiesser et al., 2004), coded using the unstructured-mesh finite
element method. The NEMO is tailored to the open ocean and
shelf applications with multiple downscaling (Trotta et al., 2017),

1https://www.surf-platform.org/

while the SHYFEM is suitable for near-shore and estuaries
implementations (Federico et al., 2017).

Structured and unstructured relocatable ocean model for
forecasting has been implemented in four regions of the world’s
oceans using initial and boundary conditions from the open
and free-access general circulation model systems available
in the Copernicus Marine Environment Monitoring Service
(CMEMS, Le Traon et al., 2019) online catalog. We investigate
how the increase of model spatial resolution affects various
DRR application models, including search and rescue drift
calculations, oil-spill outcomes and transformation, and storm
surge forecasts. Here, we compare the results of structured and
unstructured grid downscaling for the open ocean areas of the
Sunda Strait. To our knowledge, this is the first time that such a
comparison has been conducted.

The paper is organized as follows. Section “SURF Platform
Components Description” provides a brief description of the
structured and unstructured model components of SURF and
the related nesting procedures. Section “Case Study 1: Drifter
Trajectories in the Taranto Seas” presents an implementation of
the unstructured SURF component in the Gulf of Taranto (north-
western Ionian Sea in the Eastern Mediterranean) combined
with a Lagrangian trajectory model, which is used to provide
information to search and rescue operations. Section “Case
Study 2: Storm Surges in the Azores Archipelago” presents the
unstructured SURF model component, which was implemented
in the Azores Archipelago to study the storm surge impact
of hurricane Lorenzo in October 2019. Section “Case Study 3:
The Prestige Oil Spill Accident in the Galicia Coast” describes
the structured SURF model component combined with the
oil spill model Medslik-II, used to reproduce the oil at sea
resulting from the Prestige accident in the offshore waters
of the Spanish northwest coasts. In Section “Case Study 4:
The Sunda Strait,” the structured and unstructured components
are compared by applying them to the Sunda Strait (Jakarta,
Indonesia) to analyze how the model’s horizontal resolution
influences the ocean surface currents. The discussion and
conclusions are presented in Section “Summary and Conclusion.”

SURF PLATFORM COMPONENTS
DESCRIPTION

The Structured and Unstructured grid Relocatable ocean
platform for Forecasting (SURF) is used to generate high spatial
resolution oceanic simulations over four regions in the world’s
oceans (Figure 1). It is designed to be embedded in any region
with large-scale ocean prediction systems via a robust nesting
methodology. The platform includes approaches based both
on multiple nesting and cross-scale seamless modeling with
unstructured grids. For multiple nesting (with increasing grid
resolutions), the platform is capable of reaching horizontal grid
resolutions of a few hundred meters. For each nesting, the
parent coarse-grid model provides initial and lateral boundary
conditions for the SURF child components. The cross-scale
seamless modeling approach consists of a representation of
different scales through a unique-continuum computational grid,
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FIGURE 1 | Areas of the four case-studies experiments. Red rectangles delineate the boundaries of the nested domains.

from the basin to the shelf-coastal to the near-shore scale, up
to the estuaries. This cross-scale and seamless approach ensures
“two-way” feedback between open-sea and shelf, coastal and
near-shore scales, thus minimizing the usage of open lateral
boundary conditions.

The SURF workflow connects numerical integration codes
to several pre- and post-processing procedures, making each
platform component easy to deploy in a limited region, which
is part of the parent model domain in which SURF is nested.
The initial nesting fields can be taken from operational analyses
or reanalysis, forecast products, and hindcast products. These
are available in the CMEMS catalog, but other data sources can
also be used. Consequently, in nested models that are relocatable,
the input parent data have to have a pre-defined standard
format so that the initial and lateral boundary conditions can
be automatically generated by the SURF platform modules, in
particular the interpolation routines that consider the high-
resolution coastline geometry.

Horizontal and vertical interpolation is a key feature of the
nested model initialization procedure. SURF uses a method
developed by De Dominicis et al. (2014), in which the coarser-
resolution ocean fields are extrapolated using the sea-over-land
(SOL) procedure. This routine uses a diffusive boundary layer
approach that extrapolates the field values on the areas near
the coastline where the parent model solutions are not defined.
The SOL procedure iteratively computes the ocean quantities on
the land grid-points, so that these quantities can be interpolated
on the child grid. This also applies to atmospheric fields in
order to avoid land contaminations near the land-sea boundaries.
After SOL has been applied, a bilinear interpolation method is
used for the structured grid, while the Cressman’s interpolation
technique (Cressman, 1959) is used for the unstructured grid
model component. A simple linear interpolation is used for
vertical interpolation.

Structured and unstructured relocatable ocean model for
forecasting can deal with several types of sources of ocean
and atmospheric input data. In the current version the input
atmospheric fields have to be defined on a regular (orthogonal)

curvilinear spherical grid, while the input ocean fields can be
defined on both a regular and non-regular (e.g., the global
tripolar grid) curvilinear spherical grid and on an unstaggered
and staggered Arakawa C grid.

The SURF platform contains all of the static auxiliary fields,
such as the bathymetry and the tidal harmonic components,
derived from the Oregon State University Tidal Prediction
Software (OTPS, Egbert and Erofeeva, 2002) tidal model with
a 1/30 horizontal resolution. Tidal components can be added
both as the equilibrium tidal sea level and/or only at the
lateral boundaries.

The model forecast fields of currents, temperature and sea
level are post-processed and can then be interfaced with specific
application models like Medslik-II oil spill transport and fate
model (De Dominicis et al., 2013), a trajectory drift model (Jansen
et al., 2016) and wave models, such as SWAN (Booij et al., 1999).

SURF-Structured Grid Component
The structured grid component of the SURF platform (SURF-S)
is based on the finite differences hydrodynamic NEMO code v3.6
(Madec, 2016). This solves the three-dimensional (3D) primitive
free-surface ocean equations under hydrostatic and Boussinesq
approximations, along with turbulence closure schemes and a
non-linear equation of state, which combines the two active
tracers (temperature and salinity) with the fluid velocity. The 3D
space domain is discretized by an Arakawa-C grid, in which the
model state variables are horizontally and vertically staggered. In
the vertical direction, a stretched z-coordinates transformation is
used (z(k) = hsur-h0·k-h1log[cosh((k-hth)/hcr)]) which includes
five free parameters hsur, h0, h1, hth, and hcr and defines a nearly
uniform vertical location of levels at the ocean top and bottom
with a smooth hyperbolic tangent transition in between (Madec,
2008). The bottom is approximated by partial cells (i.e., the
bottom layer thickness varies as a function of position) to best
fit the real bathymetry.

Here, we describe only the configuration parameters of NEMO
that are automatically chosen for rapid nesting of SURF in
CMEMS fields. However, an expert user can modify these
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specific choices, as NEMO allows for many other options
(Madec, 2008). Density is computed according to Jackett and
McDougall’s non-linear equation of state (Jackett and Mcdougall,
1995). A horizontal biharmonic operator is used for the
parameterization of lateral subgrid-scale viscosity and diffusion
for momentum and tracers. The horizontal eddy diffusivity and
viscosity coefficients are parameterized as a function of the parent
coarse resolution model. If a0 is the parent viscosity or diffusivity,
the nested model equivalent coefficient is a = a0 (1xF/1xL)4,
where 1xF is the nested grid and 1xL is the large-scale model grid
spacing. The vertical eddy viscosity and diffusivity coefficients are
computed following the Pacanowsky and Philander’s Richardson
number-dependent scheme (Pacanowski and Philander, 1981).
For cases in which unstable stratification is present, a higher
value (10 m2/s) is automatically used for both the viscosity and
diffusivity coefficients.

The Monotonic Upstream Scheme for Conservation Laws
(MUSCL) is used for the tracer advection and the Energy
and Enstrophy conservative (EEN) scheme for the momentum
advection (Arakawa and Lamb, 1981; Barnier et al., 2006). No-
slip conditions at closed lateral boundaries are applied and
the bottom friction is parameterized by a quadratic law for
the wall bottom stress. The surface heat and water fluxes
are computed using specific bulk formulas, as described by
Pettenuzzo et al. (2010). The momentum flux is written as a true
stress and it uses the Hellermann and Rosenstein (1983) drag
coefficient formulation.

For the lateral open boundary conditions, specific
formulations are used, depending on the model variables.
For barotropic velocities, the Flather scheme (Oddo and Pinardi,
2008) is used, while for baroclinic velocities, active tracers, and
sea surface height, the flow relaxation scheme is used Engerdahl
(1995). Tidal barotropic forcing (ssh and velocity) can also be add
to the barotropic velocity at the open boundaries. To preserve
the total transport after horizontal and vertical interpolation, an
integral constraint method is applied (Pinardi et al., 2003).

SURF-Unstructured Grid Component
The unstructured grid component of the SURF platform (SURF-
U) is based on the finite element hydrodynamic SHYFEM
code (Umgiesser et al., 2004). This is a 3-D finite element
hydrodynamic model that solves the primitive equations under
hydrostatic and Boussinesq approximations. The unstructured
grid is an Arakawa B with triangular meshes, which provides
an accurate description of irregular coastal boundaries. The
scalars are computed at grid nodes, whereas velocity vectors
are calculated at each element center. A layer discretization is
applied in the vertical and the temperature, salinity, currents
and pressure variables are computed at the center of each layer,
whereas stress terms and vertical velocities are solved at the layer
interfaces. The choice of layer thicknesses in each configuration
is as homogeneous as possible, to increase the accuracy of the
second order centered vertical finite difference scheme.

A specific characteristic of unstructured meshes is their ability
to represent several scales seamlessly, reaching higher resolution
where necessary. The horizontal mesh is created by using
advanced and customized meshing tools, allowing higher grid

resolution approaching the coastal waters. The tools are based
on GMSH2 and BLENDER3 software, which are embedded into
the SURF platform.

The model uses a semi-implicit algorithm for integration
over time, which has the advantage of being unconditionally
stable for gravity waves, bottom friction, and Coriolis terms, and
allows transport variables to be solved explicitly. The Coriolis
term and pressure gradient in the momentum equation, and the
divergence terms in the continuity equation, are treated semi-
implicitly. Bottom friction and vertical eddy viscosity are treated
fully implicitly for stability reasons, while the remaining terms
(advective and horizontal diffusion terms in the momentum
equation) are treated explicitly. These choices enable the rapid
implementation of the model, but an expert user can change them
to others if necessary.

The air-sea heat and water fluxes are parameterized by the bulk
formulas described by Pettenuzzo et al. (2010), while the surface
stress is computed with the wind drag coefficient according to
Hellermann and Rosenstein (1983). Horizontal eddy viscosity
is computed by the Smagorinsky (1963) formulation. For the
computation of the vertical viscosities and diffusivities, a k–e
turbulence scheme is used, adapted from the General Ocean
Turbulence Model (GOTM) described by Burchard and Petersen
(1999). For the lateral open boundary conditions, the sea level is
set at open boundaries nodes with a Dirichlet condition, while
the total velocities are relaxed to the inner buffer zone of the
computational grid. A Dirichlet boundary condition is set for the
active tracers if the flow enters the domain, while a zero-gradient
condition, based on the weighted average of closest internal
values, is imposed in case of outflow. Further information on
numerical features could be found in Federico et al. (2017).

OTHER RELOCATABLE OCEAN
MODELING PLATFORMS

After the pioneering work of the Harvard Ocean Prediction
System (HOPS, Robinson, 1999), several other platforms were
developed for the rapid deployment of high-resolution models.
The last application of HOPS is reported in De Dominicis et al.
(2014), after which the model was dismissed and an upgraded
version of it is now available as MSEAS (Haley and Lermusiaux,
2010). The model is baroclinic, containing accurate and new
numerical schemes with respect to HOPS. It has been validated
in several areas of the world’s ocean (Lermusiaux et al., 2011,
2017). A key difference is that SURF offers both structured and
unstructured grid models.

The United States Naval Research Laboratory’s RELOcatable
ocean nowcast/forecast system (RELO) system includes both
structured and unstructured grid models: RELO-NCOM based
on the Navy Coastal Ocean Model (NCOM; Martin, 2000) and
RELO-ADCIRC based on the three-dimensional, finite-element
ocean model (ADCIRC, Luettich and Westerink, 2004). It
provides for relocatable ocean forecasting and data assimilation,

2http://gmsh.info/
3https://www.blender.org/
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which is used for operational forecast support for antisubmarine
warfare, intelligence, surveillance, and reconnaissance, Navy
special operations and other applications have been tested both
in open ocean and in complex coastal regions. RELO is not open
source and it is not made available as an overall platform.

A revised version of HOPS that considers ROMS (Shchepetkin
and McWilliams, 2003, 2005) and a correction scheme for
temperature and salinity data was published by Onken (2017).
It uses a curvilinear orthogonal grid, which is not suitable for
coastal region geometries, and it does not allow rapid nesting in a
large scale baroclinic model.

The OPENCoastS platform (Oliveira et al., 2020) is barotropic
and thus it can only be used for coastal forecasting. The output
consists only of sea level and barotropic currents, consequently
no steric effects or river plumes can be considered. The platform
is based on an unstructured-grid model (Zhang et al., 2016).

Being a relocatable platform SURF has two major advantages
over the products outlined above: (i) a robust grid interpolation
scheme and lateral boundary constraints (Pinardi et al., 2003);
(ii) a direct interface to the CMEMS service products (no need
of any reformatting for the ocean fields) that are open and free
every day, in every part of the ocean. This makes SURF one of
the most complete open-source and freely available relocatable
platforms, offering several grid and numerical scheme solutions,
nested in an operational global model with high accessibility and
trusted repositories.

CASE STUDY 1: DRIFTER
TRAJECTORIES IN THE TARANTO SEAS

The Taranto Seas are a set of interlinked embayments, the larger
of which covering a 7.5 km-wide elliptical embayment with
dominant estuarine dynamics (De Pascalis et al., 2015), The
larger embayment, called simply the Taranto Sea, is linked to the
Taranto Gulf open sea and is an area of relatively intense tidal
currents. Complex dynamics characterize the offshore areas of
the Taranto Gulf, with basin-wide gyre reversals (Federico et al.,
2020) that drive opposite current directions in the near-shore.
Thus, a high resolution is required for the Taranto Sea while
simultaneously keeping the connection with the open sea area
currents. This is a typical downscaling problem and is particularly
suitable for an unstructured grid model. The unstructured-grid
component of the modeling platform SURF-U was implemented
in the Gulf of Taranto (Figure 2, left panel) with higher resolution
elements for the Taranto Seas (Figure 2, right panel). The
downscaled currents interface with a Lagrangian drift modeling
system (Jansen et al., 2016), designed for search-and-rescue
support. The model results are compared with CTD, ADCP, tide-
gauge data and drifter trajectories, collected in October 2014
during the Marine Rapid Environmental Assessment (MREA14)
oceanographic survey (Pinardi et al., 2016).

Model Set-up
The horizontal resolution of the SURF-U unstructured grid
ranges from 3 km in open seas to 100 m in the coastal waters
and down to 20 m in the Taranto Sea. The bathymetry was

derived from the EMODNET4 product at 1/8 × 1/8 arc-minutes
(about 230 × 230 meters) resolution for open seas and coastal
waters. This bathymetry was integrated with higher-resolution
bathymetry (resolutions of an order of 1 m) for the coastal
areas of Taranto, provided by the Italian Navy Hydrographic
Institute. In the vertical, the layer thicknesses are 2 m from the
sea surface down to 90 m and then progressively (stepwise)
increase toward the bottom with a maximum layer thickness of
200 m starting from 1000 m of depth. The initial (temperature
and salinity fields) and lateral boundary conditions (temperature,
salinity, total velocity, and non-tidal sea surface height) are
obtained from the Mediterranean component of CMEMS
(MEDSEA_ANALYSIS_FORECAST_PHY_006_013, Clementi
et al., 2019) providing analyses and 10 days forecasts. The tidal
elevation is added to the non-tidal CMEMS sea surface height at
each boundary node of the domain. Eight of the most significant
constituents are considered: M2, S2, N2, K2, K1, O1, P1, and
Q1. The surface forcing is derived from European Centre for
Medium-Range Weather Forecasts (ECMWF) analysis products
with 1/8-degree horizontal resolution and 6-h frequency. The
set-up is completed by adding the rivers, wastewater, and spring
source inputs. The monthly mean discharges (from Verri et al.,
2018) of the five main rivers (Bradano, Basento, Agri, Sinni and
Crati, as reported on the left panel of Figure 2) are imposed on
the western coastline. Due to the lack of available observations,
river inflow salinity is set to a constant value of 0.1 PSU.
Wastewater, water pump outflow, and submarine springs in the
Taranto Seas are applied as discharge, salinity, and temperature
fields following De Pascalis et al. (2015). Appendix Table A2
summarizes the values for the model input parameters selected
for this experiment.

The currents of SURF-U in the Taranto Sea are provided to the
Lagrangian drifting objects model of Jansen et al. (2016). This is a
2D and 3D particle transport model, which integrates the particle
advection equation using a 4th order Runge-Kutta method. For
this case study, the Lagrangian model is configured to model
surface drift using the uppermost model layer currents.

Results
A 10-day simulation (27 September – 07 October 2014) was
conducted using the SURF-U model described above for the
Taranto Sea. The first 3 days of simulation are considered as
the spin-up time necessary for the downscaled model to produce
dynamically adjusted fields after initialization from the CMEMS
model variables. Figure 3 shows the model comparison between
SURF-U and CMEMS and the temperature CTD data collected
during the MREA14 survey. The spatial distribution of the CTD
profiles (red circles on the right panel of Figure 2) is very
dense (spacing between the stations is less than 1 km), due to
the need to sample the coastal and local scale features. The
31 CTD temperature casts have been averaged to produce a
representative profile of the Taranto Sea, as reported in the left
panel of Figure 3, together with the modeled profiles. SURF-U is
close to the observed temperature profile, showing a significant
improvement in terms of the coarse resolution CMEMS analyses,

4https://www.emodnet-bathymetry.eu/
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FIGURE 2 | Case study 1: SURF-U horizontal grid with bathymetry overlapped for (left panel) the whole domain (Gulf of Taranto) and for (right panel) Taranto Sea.
Red, green, yellow, and orange dots denote the locations of the CTD, ADCP, tide-gauge data and drifter releases, respectively.

FIGURE 3 | Comparisons between modeled (SURF-U and CMEMS Med) and observed CTD temperature profiles (left panel), with BIAS (middle panel) and RMSE
(right panel). The observed temperature (black dotted line) is an average profile over the 31 CTD stations collected during the MREA14 survey in the Taranto Sea.

as represented by a single grid point located near the entrance of
the Taranto Sea (see the black cross in the right panel of Figure 2).
The improvement is evident in the BIAS profile (Figure 3, center
panel), which is 0.13 C for SURF-U and is 0.3 C for CMEMS. For
the RMSE profile (Figure 3, right panel) values of 0.15 C and 0.32
C are obtained for SURF-U and CMEMS, respectively.

Structured and unstructured relocatable ocean model for
forecasting-U performs better than CMEMS for several reasons:
(i) the finer horizontal and vertical resolution, (i) the higher-
resolution of coastlines and bathymetry, (iii) numerical settings
specific to the coastal zones (e.g., turbulence closure models), (iv)
realistic input of freshwaters discharging into the Taranto Sea
system. However, there are still missing processes in the SURF-
U forecast such as the coupling between currents and Stokes drift
and the use of high-frequency atmospheric forcing.

The model is compared to a tide gauge station and ADCP
currents in Figure 2 (right panel). The top panel of Figure 4

shows a remarkable similarity between the SURF-U fields and
the observations, demonstrating that SURF-U is capable of
propagating the tidal sea level from the lateral open boundary
condition to inshore (the sea level RMSE of SURF-U calculated
over the whole time series is 0.15 cm).

Figure 5 shows the mean trajectories of two groups of drifters
released in the positions indicated in the right panel of Figure 2,
for the first 12 h after their release (5 October 2014). The observed
trajectory is shown in black and is compared to those simulated
by the Lagrangian model using the SURF-U and CMEMS model
data. The CMEMS data are derived from the single grid point
outside the Taranto Sea (black cross on the right panel of
Figure 2), chosen ad hoc for the simulation. For the eastern
group of drifters, the SURF-U trajectory shows a significant
improvement, while for the western group the SURF-U and
CMEMS drifts are equivalent. This could be due to limitations
in our modeling hypothesis, such as the low spatial/temporal
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FIGURE 4 | A comparison between modeled (SURF-U and CMEMS MED) and measured sea levels from tide-gauge (top panel). Time series of sea velocity direction
and intensity, as measured by ADCP (black rows) and modeled by SURF-U (red rows) and by CMEMS Med (blue rows) (bottom panel) are given. The locations of the
tide-gauge and ADCP stations are reported in Figure 2 right panel.

variability of wind forcing and the neglected effects of Stokes
drift. However, the inherent limited predictability of objects
floating at sea can only be ameliorated by ensemble methods
(Vieira et al., 2020).

CASE STUDY 2: STORM SURGES IN THE
AZORES ARCHIPELAGO

The Corvo and Flores islands experienced the impact of
Hurricane Lorenzo. This broke records when it briefly powered
up to a Category 5 on the Saffir-Simpson scale on 28 September

2019, when it was 2.270 km southwest of the Azores Islands, with
winds peaking at 260 km/h. No other tropical cyclone formed
in the Atlantic Ocean has reached such high intensity so far
north since records began in 1851. Lorenzo then weakened to
a Category 2 with winds of 165 km/h and hurtled toward the
Azores on 2 October in the early morning. The unstructured-grid
component of the modeling platform SURF-U was implemented
in a subregion of the mid-Atlantic Ocean with specific higher
resolution around Corvo and Flores islands, within the Azores
archipelago. The aim was to assess the capability of the model
in simulating extreme events, such as storm surges due to the
passage of hurricanes.
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FIGURE 5 | Mean drifter trajectories of the two drifter groups released in the Taranto Sea (black), and simulated drifter trajectories using the SURF-U (red) and
CMEMS Med (blue).

Model Set-up
The SURF-U unstructured grid covers the mid-Atlantic region
approximately delimited by the geographical coordinates
[−33W,−29W] [37W, 41N] and including the Corvo and Flores
islands of the Azores archipelago. The horizontal resolution
ranges from 3 km in the open sea to 500 m in the coastal waters
of each island. The bathymetry was derived from the GEBCO5

product at a resolution of 30 arc-seconds (about 830 × 830
meters). The vertical z-layers are selected to be 2 m from the
surface up to a maximum of 200 m from 1000 m from the
bottom. The initial and lateral boundary conditions are obtained
from the Global component of the CMEMS analysis products
(GLOBAL_ANALYSIS_FORECAST_PHY_001_024). To assess
the sensitivity of the storm surge to atmospheric forcing, two
experiments were performed using the NOAA-NCEP (with
a 1/4-degree horizontal resolution and 6 h of frequency) and
ECMWF (with a 1/10-degree horizontal resolution and 3 h of
frequency) analysis products. The simulation with ECMWF is
referred to as SURF-U-E while that with NCEP is SURF-U-N.
Appendix Table A3 summarizes the values for the model input
parameters chosen for this experiment.

Results
A simulation over 10 days (27 September – 07 October 2019)
was conducted using the SURF-U platform. Like in the previous
test case, the first 3 days of simulation were considered the
spin-up time necessary for the downscaled model to produce
dynamically adjusted fields after initialization from the CMEMS
ocean model variables.

According to a National Hurricane Center (NOAA-NHC)
report (Zelinsky, 2019), hurricane Lorenzo had a rapid passage in

5https://www.gebco.net/

the north-western part of the downscaled model domain, which
is evident in the track (Figure 6, top-right panel) indicating
the locations of hurricane pressure minima every 6 h. On 2
October at 06:00 am, the hurricane eye was 40 km from the
Azores’ westernmost islands. The highest wind speeds recorded
by the meteorological stations in Flores and Corvo (Zelinsky,
2019) were 97 km/h (at 04:30 am) and 119 km/h (at 06:00
am), respectively.

The bottom- and top-right panels of Figure 6 show the sea
surface height on 2 October at 06:00 am for CMEMS, SURF-U-
N and SURF-U-E. Both SURF-U configurations show an increase
in sea level with respect to CMEMS in the area surrounding the
two islands, in the open ocean and the coastal areas. Outside of
the hurricane impact area, similar features between the parent
and downscaled models are noticeable, except for the cyclonic
core at [−29.8W, 39.8N], which is not present in SURF-U.
The comparison between the two SURF-U experiments shows
that SURF-U-E produces a higher sea level, because the wind
intensity is greater in the ECMWF data, with a maximum
wind speed at 06:00 am of 143 km/h compared to 101 km/h
in the NCEP data.

As no in situ oceanographic data were available for the
area and period of interest, satellite altimetry products
(SEALEVEL_GLO_PHY_L3_REP_OBSERVATIONS_008_062)
were used to validate the results in the open ocean. The
Altika satellite track (T1 in Figure 6, bottom and top-right
panels) crossed the area on 2 October at 07:28 am. Figure 7
shows a comparison between the satellite absolute dynamic
topography and the sea surface height from the two SURF-U
implementations. The satellite sea level view shows a high level
of variability along the track, which is not well reproduced by the
models. The correlation between sea levels in the models and the
satellite is relatively low, with values of 0.45, 0.35, and 0.28 for
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FIGURE 6 | (Top-left panel) Track of hurricane Lorenzo (line with stars) in the area of the Azores archipelago (red box indicates the SURF-U model); the locations of
hurricane pressure minima are indicated every 6 h. Star labeled C1 is the hurricane eye on 2 October at 0600am. (Top-right panel) Map of sea surface height on 2
October at 0600am (C1 hurricane time) for Glob-CMEMS. Sea level for SURF-U-N (bottom-left panel) and SURF-U-E (Bottom-right panel). Altika satellite track (from
SEALEVEL_GLO_PHY_L3_REP_OBSERVATIONS_008_062 CMEMS dataset) is indicated by T1. The H1 box identifies the commercial port of Lajes in Flores.

SURF-U-E, SURF-U-N, and CMEMS, respectively, but remain
higher in the SURF-U simulations.

Figure 7 shows the storm surge at the coastal scale near
the commercial port of Lajes in Flores (H1 box in Figure 7),
where extensive damage and the total destruction of the port
were reported by Zelinsky (2019) in this period. The time series
of SURF-U show a local increase of sea level from 01:00 am
on 2 October, with a maximum peak at 06:00 am. This feature
is not present in CMEMS sea level. Since CMEMS and SURF-
U were forced by the same atmospheric field (ECMWF), we
argue that this difference is due to the higher resolution of the
coastal model and to the different wind stress parametrizations
in the two models. SURF-U-E indicates a higher surge (12 cm)
than SURF-U-N (8 cm) at the peak event. The patterns of the
three models after the hurricane impact are similar, with a large
decrease immediately after the passage, then sea level oscillation
and adjustment, until reaching normal conditions. This feature
has previously been reported by several authors (Ezer, 2019).

CASE STUDY 3: THE PRESTIGE OIL
SPILL ACCIDENT IN THE GALICIA
COAST

On 13 November 2002 at 15:00, the tanker Prestige, carrying a
total of 77,000 tonnes of heavy fuel oil on board, began to spill

oil 55 km away from the north coast of Galicia (northwest Spain)
(Figure 8). In anticipation of the arrival of oil in the coastal zone,
the authorities decided to take the ship far from the Spanish
coast. On 19 November 2002 at 8:00, after several days of sailing
adrift (red line on Figure 8), the vessel collapsed about 250 km
west of the Spanish coast, breaking in two pieces and sinking.
Although the total amount of oil released into the environment
is unknown, it is believed to be more than 60,000 tonnes of heavy
fuel, polluting thousands of kilometers of coastline in Spain,
France, and Portugal (Balseiro et al., 2003).

The structured-grid component of the SURF platform
(SURF-S) was implemented for the offshore waters of the
Spanish northwest coast (Figure 8) to show the importance
of downscaling in the simulation of the oil drift. The SURF-S
currents were combined with the Medslik-II oil spill model (De
Dominicis et al., 2013) to simulate the Prestige oil spill evolution
from the initial spill on 13 November 2002 at 15:00 UTC to 19
November 2002 at 8:00 UTC. The oil spill model results were
compared with the Envisat satellite SAR image available for 17
November 2002 at 10:45 UTC (Figure 9, top-left panel) when the
spill had already reached the Spanish coast.

Model Set-up
A double nested model experiment was conducted (NEST1
and NEST2). Appendix Table A4 summarizes the values
for the model input parameters chosen for this experiment.
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FIGURE 7 | Comparison between the satellite absolute dynamic topography and the sea surface height from the CMEMS and the two SURF-U models (top panel).
The time series of the sea level for Glob-CMEMS, SURF-U-N, and SURF-U-E close to the commercial port of Lajes in Flores (bottom panel) are shown.

For each nesting, the grid spacing was decreased by a
factor of 4. In this case we used CMEMS reanalysis fields
(IBI_REANALYSIS_PHYS_005_002 products) because no
analyses were available for such period. The starting CMEMS
fields are at 1/12◦ horizontal resolution. The NEST1 model
domain covered an area of approximately 552 km in longitude by
447 km in latitude, extending from 13.0◦ W to 6.0◦ W and from
41.0◦ N to 45.0◦ N, with a resolution of 1/48◦ (∼1638 × 2316
m). The NEST2 domain extended approximately 200 × 177 km
from 11.0◦ W to 8.5◦ W and from 42.312◦ N to 43.9◦ N, with a
resolution of 1/192◦ (∼417 m× 579 m).

This case study investigated the effect of increasing horizontal
resolution while maintaining the same vertical resolution in both
nested models. Each nested domain consists of 120 z-levels with
a stretching factor of hcr = 30 and a model level with maximum
stretching of hth = 60. The locations of the vertical levels,
defined from a reference coordinate transformation (see Section

“SURF-Structured grid component”), were smoothly distributed
from 0.5 m to a maximum depth of 2426.8 m and had level
thicknesses that increased with depth from 1 to 89 m. Bathymetry
was obtained from the General Bathymetric Chart of the Oceans
(GEBCO) datasets by linear interpolation of depth data into the
SURF model grid. This dataset contains the bathymetry at a 30
arc-seconds resolution defined on a regular horizontal grid and
covering the globe.

The initial and lateral boundary conditions for NEST1
were extracted from the reanalysis daily mean dataset of
the Iberian-Bay of Biscay-Ireland component of CMEMS
(IBI_REANALYSIS_PHYS_005_002 products), while for NEST2
they were obtained from the NEST1 downscaled fields. A spin-up
of 3 days for the two consecutive nested models was considered.
The NEST1 simulation started on 7 November 2002 at 00:00 and
ran until 17 November 2002 at 24:00. The NEST2 simulations
started at 00:00 UTC on 10 November 2002 and ran until 17
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FIGURE 8 | Bathymetry contour map of the Prestige experiment area. Red rectangles delineate the boundaries of the two consecutive nested domains with
increasing grid resolutions of 2000 and 500 m (from the outer to the inner domains). Red dots denote the Prestige Ship’s positions from the initial spill (P1) on
13-11-2002 15:10 to the final breaking up (P15) on 19-11-2002 08:00. The list of the Prestige’s positions are reported in Table 1.

November 2002 at 24:00 UTC. The atmospheric fields used to
force the two nested models were from ECMWF operational
analyses, with a spatial resolution of 0.25◦ and 1-h temporal
resolution. The list of the model input parameters together with
the reference model values are given in Appendix Table A5.

The NEST1 and NEST2 model outputs are then provided to
the oil spill model Medslik-II (De Dominicis et al., 2013), which
can then be used to simulate the transport and weathering of
the Prestige oil spill disaster. Medslik-II is an oil spill model that
solves an advection-diffusion equation for the oil concentration
and its transformation processes. Medslik-II requires the wind
velocity, sea surface temperature, and sea currents as inputs,
to compute the transport and transformation processes. Wind
velocity components are provided by the ECMWF fields, as used
in the hydrodynamic model. When modeling the Prestige oil spill,
the release points was set based upon ship’s positions reported by
the Bahamas Maritime Authority (Table 1). It is assumed that oil
was spilled uniformly along the ship’s path with hourly release
points (red dots in Figure 9) from the initial spill on 13 November
at 15:00 UTC to the sinking point on 19 November, 8:00 UTC.
Assuming that 60.000 tonnes of heavy/residual fuel oil were

spilled, an oil spill rate value of 438 tonnes/hours for each release
point was assumed. The heavy fuel-oil (M-100 type) was assumed
to have a viscosity of 100.000 cSt at 15◦C, and a measured density
of 0.992 kg/L at 15◦C (API gravity of 11.04) (Albaigés et al.,
2006). The list of all Medslik-II input parameters is reported in
Appendix Table A5 where the default values (De Dominicis et al.,
2013) have been assumed for most of the parameters.

Results
The oil concentration simulated with the currents from CMEMS,
NEST1, and NEST2 on 17 November 2002 at 11:00 UTC is shown
in Figure 9, together with the ESA’s Envisat satellite image on the
same date at 10:45 UTC.

The observed image and the simulation results have
similarities in terms of the general oil slick shape. The oil spill
simulation results show that the flow field generated by NEST1
and NEST2 is more intense than the parent CMEMS flow. This
increase in surface current speed and the presence of finer-
scale motion are responsible for the different oil spill surface
concentrations obtained. The simulation with CMEMS shows
that the oil remains close to the ship track release points at all
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FIGURE 9 | ESA Satellite image of 17 November at 10:45 (top-left panel) showing the wake of fuel oil in black. Red dots indicate the location of the release points
assumed. Simulated drift of a continuous leak of fuel oil along the trajectory taken by the Prestige from 13 November at 15:00 to 17 November at 11:00 forced by 3
different model CMEMS (top-right panel), NEST1 (bottom-left panel), and NEST2 (bottom-right panel) with increasing grid resolutions of 8000, 2000, and 500 m.
Black arrows, whose length is proportional to velocity, denote the direction and strength of the ocean currents. Arrows are subsampling every 1 (CMEMS), 4
(NEST1), and 10 (NEST2) grid points.

given times, while in NEST1 and NEST2 the oil diffuses more
realistically around the ship track release points. In addition, the
NEST2 simulation shows that oil arrives at the coast, as confirmed
by the satellite imagery.

However, the comparison between the model and satellite
image indicates that all the simulations fail to predict that the
oil slick split into two branches around 10.5W and 43.75N.
Carracedo et al. (2006) suggested that the two branches could
be formed due to the presence of two different types of oil
with different densities that drifted at different depths. In
our modeling exercise, we did not consider these different oil
densities, and therefore this could be an explanation for the
missing oil slick trajectory.

CASE STUDY 4: THE SUNDA STRAIT

The Sunda Strait lies between the Indonesian islands of Java (to
the south-east) and Sumatra (to the north-west) and connects the
Java Sea (Pacific Ocean) to the Indian Ocean (south) (Figure 10,

left panel). The Strait has a width of 24 km and the depth
ranges from 20 m to 90 m, with the shallow part near the
small Sangiang Island located in the middle part of the strait,
as shown in the left panel of Figure 10. The Sunda Strait is
considered to be a water area with one of the highest ship traffic
densities in the world, serving both national and international
shipping. Knowledge of the characteristics of the ocean currents
in this Strait is essential for the safe navigation, planning, and
development of the nearby coastal areas.

Both structured and unstructured components of SURF were
implemented in the Sunda Strait area (Figure 10) to analyze how
the increased model resolution affects the realism of the ocean
currents in the strait. The current model results were compared
with the Shipboard ADCP current data extracted from the Global
Ocean Current Database (GOCD6). The data refer to an along-
track shipboard ADCP profile of between 20–400 m water depths
near the Sunda Strait (red line in the left panel of Figure 10)
collected on 4 December 1995, from 5:00 AM to 11:00 AM.

6https://www.ncei.noaa.gov/products/global-ocean-currents-database-gocd
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TABLE 1 | The list of the Prestige’s positions reported by the Bahamas Maritime
Authority Report from the initial spill to its final breaking up.

LOCATION (lat,lon) TIME

P01 = (42.8934, −9.9194) 2002-11-13 15:10

P02 = (42.9115, −9.5678) 2002-11-13 19:00

P03 = (43.0772, −9.4236) 2002-11-14 10:00

P04 = (43.5170, −9.7106) 2002-11-14 18:05

P05 = (43.8873, −10.2339) 2002-11-15 8:10

P06 = (43.8636, −10.2600) 2002-11-15 9:10

P07 = (43.8398, −10.2188) 2002-11-15 12:00

P08 = (43.7555, −10.2188) 2002-11-15 15:05

P09 = (43.3415, −10.3767) 2002-11-16 3:35

P10 = (43.2985, −10.3849) 2002-11-16 7:30

P11 = (43.0291, −10.4028) 2002-11-16 16:25

P12 = (42.7856, −10.8409) 2002-11-17 9:00

P13 = (42.7443, −10.8326) 2002-11-17 12:00

P14 = (42.4309, −11.3943) 2002-11-18 10:00

P15 = (42.2665, 12.1208) 2002-11-19 08:00

Model Set-up
Appendix Table A6 summarizes the values selected for the
experiment, in terms of both the structured grid (left column)
and unstructured grid (right column) components of SURF. Both
models were implemented in the same domain (the red rectangle
on the left panel of Figure 10), which is a 416 km longitude by
317 km latitude area, extending from 104E to 107.75E and from
7.25S to 4.41S. The initial and lateral boundary conditions for the
nested models were extracted from the CMEMS-global reanalysis
daily mean product (GLOBAL_REANALYSIS_ PHY_001_030).
The CMEMS model was defined on a regular grid with a
horizontal resolution of 1/12◦ (approx. 8 km) and 50 z-levels.

The structured grid SURF model domain consists of 181× 137
grid points in the horizontal plane with a resolution of 1/48◦
(about 2300 m). The unstructured grid model was implemented
in the domain with a horizontal resolution of 3 km in the open
ocean, with local refinement of up to 100 m in the Sunda Strait.
A proportion of the structured and unstructured horizontal mesh
is shown on the right panel of Figure 10. On the vertical axis,
SURF-S approximately doubles the vertical resolution of the
parent model. The vertical grid consists of 100 z-levels with a
stretching factor of hcr = 16 and a model level with a maximum
stretching of hth = 50. The locations of the vertical levels were
smoothly distributed from 0.5 m to a maximum depth of 2945
m and had level thicknesses that increased with depth from
approximately 3 m to 90 m. The SURF-U z-layers are 101.
The layer thicknesses are 2 m from the sea surface down to
110 m and then progressively (stepwise) increase toward the
bottom with a maximum layer thickness of 100 m starting from
1000 m of depth.

Bathymetry was derived in both components from the
GEBCO datasets with 30 arc-seconds (about 830 × 830 meters)
(Becker et al., 2009) by linear interpolation of depth data into
the SURF model grid. The tidal forcing was provided at the open
boundaries in SURF-U and SURF-S, but SURF-S also includes the
equilibrium tidal elevation. The eight most significant harmonic
constituents (M2, S2, N2, K2, K1, O1, P1, and Q1) are considered.

The atmospheric fields are obtained from the European Center
for Medium-Range Weather Forecasts ERA5 reanalysis fields
(Hersbach et al., 2020), with a 1/8◦ horizontal resolution and 6-
h frequency.

Results
A simulation over 5 days (30 November 1995 at 00:00 to 4
December 1995 at 24:00) was conducted using both SURF-S

FIGURE 10 | Left panel: Bathymetry contour map of the Sunda Strait experiment area as obtained from GEBCO datasets at a 30 Arc seconds resolution. Red
rectangles delineate the boundaries of the nested domains. Red dots indicate the location of the ship-mounted ADCP station from 5AM (S1) to 11AM (S6). The
green box highlights the subdomain region, where we zoom to highlight the structured and unstructured grid features (right panels). Right panels: Horizontal grids for
the subdomain region implemented by the structured (left panel) and unstructured (right panel) grid SURF models. The resolution of the structured grid corresponds
to about 2 km, while the unstructured grid resolution ranges from 100 m near the coast up to 3 km in the open sea.
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FIGURE 11 | Averaged daily surface velocity fields on 4 December, 1995 of the parent CMEMS model (left panel), the structured (central panel), and unstructured
(right panel) grid SURF model.

FIGURE 12 | Scatter diagram of zonal (left panel) and meridional (right panel) components between the ADCP velocity and the structured SURF-S velocity (red
circles), the unstructured SURF-U velocity (orange squares), and the CMEMS velocity (blue triangles). The regression for each model is indicated by the straight line.
Numbers of data (N) used and correlation coefficients (R) are also shown in each panel.

and SURF-U models. The first 4 days of the simulations were
considered to be the spin-up time necessary for the downscaled
model to produce dynamically adjusted fields after initialization
from the coarser-resolution model.

Figure 11 displays the daily-averaged surface current fields for
4 December, as obtained from the SURF-S (middle panel), SURF-
U, and CMEMS models (left panel). The dominant large-scale
current pattern in the strait can be recognized across all solutions,
but the current velocities in terms of amplitude in CMEMS are
almost half those of both the SURF-U and SURF-S solutions.
The SURF high-resolution simulations also show greater realism
of the currents around the Sangiang island, which are missing
in the CMEMS. As the Sangiang island is 6.5 km wide, the

Glob-CMEMS with∼10 km resolution clearly cannot adequately
resolve the island-induced flow, but it is, however, capable of
providing realistic initial and lateral boundary conditions.

Scatter diagrams of the zonal and meridional components of
the three model solutions are plotted in Figure 12 together with
the number of points used and the regression coefficient. Each
regression line is determined so that the sum of the distances
between the line and each data point is minimized. All of the
data of the six available ADCP stations are used in the figure.
Both regression lines for zonal (left panel) and meridional (right
panel) components, indicate that the ADCP and SURF model
are well correlated. The correlation coefficient for the zonal
velocity is 0.74 and 0.75 for SURF-S and SURF-U, respectively,
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showing a correlation improvement in the CMEMS with a
coefficient of 0.42. Similar results are obtained for the meridional
velocity component.

SUMMARY AND CONCLUSION

In this paper, we present four different downscaling case
studies using the CMEMS Global and Regional analyses and re-
analyses for initial and lateral boundary conditions, using a new
modeling platform, SURF, which contains both structured and
unstructured numerical models. All interpolation and boundary
condition issues are implemented in the platform, which is
thus easily deployable in open ocean and coastal areas where
resolution is required. The downscaled fields are then used in
four coastal and near coastal areas to demonstrate the benefits
of downscaling for the simulation of object drift, oil spill events,
storm surges, and currents in narrow straits.

Downscaling allows not only to increase model resolution
but also to include geometric features of the coastal areas that
affect the flow field, the use of higher resolution bathymetry and
the incorporation of more processes such as tides and specific
parametrizations in the domain of interest. However, there are
still many assumptions in the downscaling: the extrapolation
(SOL) procedure used might be limiting the quality of the initial
condition, the use of a simple forecast deterministic framework
might limit the possibility to improve given the uncertainties
associated with the small spatial and temporal scales.

In the first test case, we present the unstructured SURF
component implementation in the Gulf of Taranto combined
with a Lagrangian trajectory model, which is used to provide
information to search and rescue operations. The SURF
model results are compared with CTD, ADCP, tide-gauge
data and drifter trajectories. The nested model is shown to
provide improved results in terms of the parent hydrodynamics
CMEMS fields. In terms of the application of this downscaled
hydrodynamics to the drift of objects, SURF-U current field
improves the drift half of the times and this might be due to
higher frequency processes not considered such as the coupling
with Stokes drift and high frequency atmospheric forcing.

In the second test case, we present the unstructured SURF
model component implemented in the Azores Archipelago to
study the storm surge impact of hurricane Lorenzo in October
2019. The SURF model results show an increase in sea level with
respect to CMEMS in the area surrounding the two islands and it
is argued that this is due to the downscaling to higher resolution
and to the different wind stress formulation in the parent and
nested models. The model results were compared with satellite
altimetry, and a higher correlation of SURF-U simulations with
CMEMS was found.

In the third test case, we presented a double-nested model
experiment using the structured SURF model component
combined with the oil spill model implemented in the offshore
waters of the Spanish northwest coast, which is used to reproduce
the oil spill drift associated with the Prestige accident. The flow
field showed an intensified surface current speed and additional
finer-scale motion emerging in the higher resolution SURF

currents, which had better agreement with the satellite imagery.
In particular, the second nesting, which went down to 500 m
resolution in the offshore and near coastal areas, shows the
oil arrival at the coast while the others did not in agreement
with observations.

In the fourth test case, the structured and unstructured grid
components were compared in the area of the Sunda Strait,
to analyze how the model’s horizontal resolution influences the
ocean surface currents. The dominant large-scale circulation
in the Sunda Strait can be recognized in both the CMEMS
and SURF solutions. However, additional features emerged at
smaller scales permitted by the increased SURF grid resolution,
and SURF improvements were documented for ADCP velocity
recording in the area.

The game-changing paradigm described in this paper stems
from the availability of large-scale, operational products for
the past 20–30 years and daily forecasts. We demonstrate
that the quality of the initial and lateral boundary condition
fields in CMEMS products is high enough to initialize and
force the boundaries of SURF. SURF downscaling augments
the realism of the ocean hydrodynamics by adding geometry,
resolution, tidal and atmospheric forcing. The high-resolution
downscaling can in turn affect the quality of societal-impact
models for oil spill forecasting, search and rescue, and the impact-
based forecasting of storm surges in a fully baroclinic ocean
circulation framework. We argue that this capacity is critical
in supporting emergency response and DRR planning, which
typically occur in very localized areas of the world’s oceans. We
also suggest that in the future such relocatable models will allow
climate change projections to be properly downscaled, and will
probably require multiple nesting, as already implemented in
the SURF platform.
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APPENDIX A: MODEL PARAMETERS

This appendix contains the list of tables and the model parameters and the values used in the four downstream case studies. Appendix
Table A1 lists the model user-parameters for both the structured and unstructured SURF model components. Appendix Table
A2 summarizes the values chosen for the Gulf of Taranto case study (Section “Case Study 1: Drifter Trajectories in the Taranto
Seas”), Appendix Table A3 those chosen for the Azores Archipelago case study (Section “Case Study 2: Storm Surges in the Azores
Archipelago”) and Appendix Table A4 those chosen for the Prestige accident case study (Section “Case Study 3: The Prestige
Oil Spill Accident in the Galicia Coast”). Appendix Table A5 list the model user-parameters for the Medslik-II oil spill model.
Appendix Table A6 summarizes the values chosen for the Sunda Strait case study (Section “Case Study 4: The Sunda Strait”).

TABLE A1 | Model user-parameters: (left) structured grid model component, (right) unstructured grid model component.

Parameter groups Parameters Description Parameter groups Parameters Description

Structured grid model component Structured grid model component

Horizontal grid nλ,nφ No. of grid points Horizontal grid nnodes No. of nodes

1λ,1φ Grid sizes nelem No. of elements

1x,1y Grid sizes δs/1s Min/max resolutions

Vertical grid nz No. of levels Vertical grid nz No. of layers

hcr Stretching factor, level with
max. stretching, thickness
of the top ‘w’ layer and
depth of the bottom ‘w’
level for the z-coordinates
transformation:
[z(k) = hsur-h0k-
h1 log[cosh((khth)/hcr)] (see
Madec, 2008)

1zi Layer thickness

hth Horizontal subgrid-scale processes VH Horiz. eddy viscosity

dzmin kH,T Horiz. temp. diffusivity

hmax kH,S Horiz. salinity diffusivity

Horizontal subgrid-scale processes AlT Horiz. Bilap eddy viscosity Vertical subgrid-scale processes turb Vert. turbulence
scheme

Alm Horiz. Bilap eddy diffusivity Vb Molecular eddy
viscosity

Vertical subgrid-scale processes turb Vert. turbulence scheme kb Molecular eddy
diffusivity

Ab
vm Vert. backgr. eddy viscosity kCA Convective Adjustment

coeff.

Ab
vT Vert. backgr. eddy diffusivity Bottom friction CB Bottom drag coeff. with

logarithmic formulation
(see Ferrarin et al.,
2017)

Aevd EVD mixing coeff. λ Bottom friction param.

Bottom friction CB Bottom drag coeff. Time/date date0 Start simulation Time
(from 00:00)

eb Bottom turb kinetic energy ndays No. days of simulation

Time/date date0 Start simulation Time (from
00:00)

tspinup Spin-up time

ndays No. days of simulation 1t Time step

tspinup Spin-up time

1tbarocl Time step
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TABLE A2 | Model parameters characterizing the Gulf of Taranto study case.

PARENT (MED-CMEMS) CHILD SURF-U

Param. groups Parameters Values Parameters Values

Horizontal grid nλ,nφ 1307 × 380 nnodes 30731

1λ,1φ 0.042 × 0.042 nelem 58285

1x,1y ∼4 km δs/1s 20 m/3000 m

Vertical grid nz 141 nz 70

hcr 64.0 1zi 2 m until 90 m, then stepwise increased

hth 111.0

dzmin 2.0

hmax 5700.0

Horizontal subgrid-scale processes AlT
−1.2e8 VH 0.2

Alm
−2.e8 kH,T 0.2

kH,S 0.2

Vertical subgrid-scale processes turb PP turb k-ε (GOTM)

Ab
vm 1.2e-6 m2/s Vb 106 m2/s

Ab
vT 1.0e-7 m2/s kb 107 m2/s

Aevd 10. m2/s

Bottom friction CB [1.0e-5:1.0e-1] Logarithmic formulation

eb 2.5e-3 m2/s2 λ 0.01

Time/date date0 date0 20140927

ndays ndays 10

tspinup tspinup 3

1tbarocl 240. 1t Variable (avg = 40s)

TABLE A3 | Model parameters characterizing the Azores Archipelago study case.

PARENT (GLOB-CMEMS) CHILD SURF-U

Param. groups Parameters Values Parameters Values

Horizontal grid nλ,nφ 4320 × 2041 nnodes 90959

1λ,1φ 0.083 × 0.083 nelem 180061

1x,1y ∼8 km δs/1s 500 m/3000 m

Vertical grid nz 50 nz 70

hcr 1zi 2 m until 50 m, then stepwise increased

hth

dzmin

hmax

Horizontal subgrid-scale processes AlT VH 0.2

Alm kH,T 0.2

kH,S 0.2

Vertical subgrid-scale processes turb turb k-ε (GOTM)

Ab
vm Vb 106 m2/s

Ab
vT kb 107 m2/s

Aevd

Bottom friction CB Logarithmic formulation

eb λ 0.01

Time/date date0 date0 20190927

ndays ndays 10

tspinup tspinup 3

1tbarocl 1t Variable (avg = 100 s)
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TABLE A4 | Model parameters characterizing the Prestige accident study case.

Param. groups Parameters PARENT (IBI-CMEMS) CHILD SURF-S NEST1 CHILD SURF-S NEST2

Horizontal grid nλ,nφ 361 × 289 337 × 193 481 × 306

1λ,1φ 0.0833 × 0.0833 0.02083 × 0.0283 0.0052 × 0.0052

1x,1y ∼8 km 1748 × 2316 m 417 × 579 m

Vertical grid nz 75 120 120

hcr 30 30

hth 60 60

dzmin 1 1 1

hmax 5698.0 m 5382.45 m 5027.47 m

Horizontal subgrid-scale processes AlT 40. m2/s 10. m2/s

Alm
−1.9e07 m4/s2

−76293.9 m4/s2

Vertical subgrid-scale processes turb PP PP

Ab
vm 1.2e-5 m2/s 1.2e-5 m2/s

Ab
vT 1.2e-6 m2/s 1.2e-6 m2/s

Aevd 10 m2/s 10 m2/s

Bottom friction CB 0.001 0.001

eb 0.0025 m2/s2 0.0025 m2/s2

Time/date date0 20021107 20021110

ndays 11 8

tspinup 3 3

1tbarocl 100 s 48 s
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TABLE A5 | Medslik-II model parameters for the Prestige accident experiment.

Param. groups Parameter Values

Computational Parameters Spill location Along the trajectory of the Prestige starting from the initial
spill at lat = 42◦ 54′, lon = −9◦ 55′

Spill start date Each hour starting from the initial spill 13/09/2002 15:00

Length of the simulation Up to 17/09/2002 11:00 (ESA satellite image)

Spill duration 1 [hours]

Spill [tons] 60.000 [tons] (oil spilled uniformly over the period of 137 h)

Spill rate [tons/hours] 438 [tons/hours]

Oil Type (API) 12 (heavy oil – oil density of 0.985 tons/m3)

Stoke drift correction 0

Wind speed correction 0

Horizontal diffusivity 2.0 [m2 s−1]

Vertical diffusivity above thermocline 0.01 [m2 s−1]

Vertical diffusivity below thermocline 0.0001 [m2 s−1]

Depth thermocline 500.0 [m]

Total number of particles released 100000

Tracer grid cell size 150 [m]

Depths of Currents (10., 30., 120.) [m]

Depth for the advection 0

Num deltaTime for hours 2

Evaporation Parameters Rate of change in vapor pressure with evaporated fraction 12.0 [s−1]

Evaporation rate 0.0008 [m s−1]

Exponent of wind speed in evaporation rate 0.78

Controls effect of evaporated fraction on oil viscosity 4.0

Emulsification Parameters Effect of water fraction on mousse viscosity 0.65

Rate of increase of water fraction 0.0000016

Maximum water fraction 1.333

Maximum water fraction does increase with API? 1

Dispersion Parameters Downward diffusion velocity of small droplets 0.001 [ms−1]

Rate of dispersion of all droplets by waves 0.8 × 10−5 [s−1]

Dispersion from the thick slick 50.0

Dispersion from the thin slick 2000.

Rising velocity of large droplets 0.08 [m s−1]

Rising velocity of small droplets 0.0003 [m s−1]

Depth of well-mixed surface layer 0.5 [m]

Interfacial tension between oil and water 24.0 [kg s−2]

Maximum fraction of oil that can be dispersed 1.0

Spreading Parameters Rate of spreading of thin slick 1.0 [s−1]

Rate of spreading of thick slick 150.0 [s−1]

Dependence of spreading of thin slick on thickness Coastal Impact Parameters 0.0015 [m]
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TABLE A6 | Model parameters characterizing the Sunda Strait experiment setting.

PARENT (GLOB-CMEMS) CHILD (SURF-S) CHILD (SURF-U)

Param. groups Parameters Values Parameters Values Parameters Values

Horizontal grid nλ,nφ 4320 × 2041 nλ,nφ 181 × 137 nnodes 30486

1λ,1φ 0.083 × 0.083 1λ,1φ 0.0208 × 0.0208 nelem 59498

1x,1y ∼9.2 km 1x,1y ∼2.3 km δs/1s 100 m/3000 m

Vertical grid nz 50 nz 100 nz 101

hcr hcr 16 1zi 2 m until 110 m, then
stepwise increased

hth hth 50

dzmin dzw
min 2

hmax hmax 3370 m

Horizontal subgrid-scale processes AlT AlT 40 VH 0.2

Alm Alm
−468750 kH,T 0.2

kH,S 0.2

Vertical subgrid-scale processes turb TKE turb PP turb k-ε (GOTM)

Ab
vm 1.e-4 m2/s Ab

vm 1.2e-6 m2/s Vb 106 m2/s

Ab
vT 1.e-5 m2/s Ab

vT 1e-7 m2/s kb 107 m2/s

Aevd Aevd 10

Bottom friction CB CB 0.001 Logarithmic formulation

eb eb 0.0025 m2/s2 λ 0.01

Time/date date0 date0 1995-11-30 date0 1995-11-30

ndays ndays 5 ndays 5

tspinup tspinup 4 tspinup 4

1tbarocl 1tbarocl 100 s 1t Variable (avg = 70 s)
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