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[1] This is a study of heat fluxes and heat budget of the Mediterranean Sea using the
European Centre for Medium‐Range Weather Forecasts (ECMWF) 45 year reanalysis data
set ERA‐40. The simple use of the ERA‐40 surface flux components fails to close the
budget and, in particular, the shortwave radiation flux is found to be underestimated with
respect to observed data by about 10%. The heat flux terms are recomputed and corrected
in order to close the heat and freshwater budgets of the Mediterranean basin over the
period 1958 to 2001, thus producing a corrected ERA‐40 surface flux data set. Various
satellite and in situ observational data are used to construct spatially varying corrections to
the ERA‐40 products needed to compute the air‐sea fluxes. The corrected interannual
and climatological net surface heat and freshwater fluxes are −7 W/m2 and −0.64 m/yr,
respectively, which are regarded as satisfactorily closing the Mediterranean heat and water
budgets. It is also argued that there is an important contribution from large heat losses
associated with a few severe winters over the Mediterranean Sea. This is shown to be
related to wind regime anomalies, which strongly affect the latent heat of evaporation
that is mainly responsible for the interannual modulation of the total heat flux.
Furthermore, the surface total heat flux anomaly time series is compared with the North
Atlantic Oscillation (NAO) index, and the result is a positive correlation with ocean
warming for positive NAO index periods and ocean cooling associated with negative index
periods.

Citation: Pettenuzzo, D., W. G. Large, and N. Pinardi (2010), On the corrections of ERA‐40 surface flux products consistent
with the Mediterranean heat and water budgets and the connection between basin surface total heat flux and NAO, J. Geophys.
Res., 115, C06022, doi:10.1029/2009JC005631.

1. Introduction

[2] The semienclosed nature of the Mediterranean basin
offers the opportunity of calibrating and developing air‐sea
physics parameterizations so that an overall balance is
attained between fluxes at the air‐sea interface and lateral
fluxes at Gibraltar. The so‐called “Mediterranean heat
budget closure problem” [Castellari et al., 1998] states that
the heat flux gained through the Gibraltar Strait by advec-
tion (considering the Black Sea contribution negligible
[Tolmazin, 1985]) must be compensated, over a long enough
period of time, by a net heat loss at the surface of the same
amount while keeping the water budget of the basin rea-
sonable. The heat inflow at Gibraltar has been estimated as
7 ± 3 W/m2 [Bethoux, 1979] and more recently as 5.2 ±
1.3 W/m2 [Macdonald et al., 1994]. The net surface water
loss due to evaporation E and precipitation P over the basin

has been estimated to be −1 m/yr [Bethoux and Gentili,
1994] while Gilman and Garrett [1994] indicate −0.71 ±
0.07 m/yr. Boukthir and Barnier [2000] determined a deficit
of about −0.6 m/yr based on the ERA‐15 reanalysis, and the
range −0.5 to −0.7 m/yr is instead proposed by Mariotti and
Struglia [2002]. Therefore, if the multiyear average surface
heat and water fluxes from ERA‐40 could be found to
remain respectively within −6 ± 3 W/m2 and between about
−0.5 and −1.0 m/yr, we argue that they could be considered
to satisfy the Mediterranean heat budget closure problem.
In order to evaluate the surface heat balance, oceano-
graphers have used empirical bulk formulas together with
atmospheric observations, sea surface temperatures and
lately numerical weather prediction (NWP) surface fields.
These attempts have failed to close the budget, giving
positive values for the surface heat balance. Thus, rather ad
hoc adjustments for biases have been applied. Garrett et al.
[1993] estimated the surface heat balance using the
COADS data set [Woodruff et al., 1987] from 1946 to 1988.
To reduce the value obtained of 29 W/m2 they suggested a
possible reduction of the solar radiation by a constant factor
of 18%, or 33% more cooling by the latent and sensible heat
fluxes. Later, Gilman and Garrett [1994] proposed a modi-
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fied set of formulae based on Garrett et al. [1993], which
reduced the solar radiation by approximately 9% by taking
into account the attenuation of incoming solar radiation due to
atmospheric aerosol and increased the net cooling by long
wave radiation by about 15% based on preliminary mea-
surements over the Tyrrhenian Sea. These changes produced
a surface heat balance of 0W/m2, and so still did not close the
Mediterranean heat budget. In another attempt, Castellari et
al. [1998] intercompared different air‐sea flux formulae
using the atmospheric NWP analyses and found the most
appropriate ones in order to obtain a negative surface heat
balance for the Mediterranean Sea while maintaining an
acceptable water balance. They estimated a 1979–1988 mean
value of −11 W/m2 for the surface heat balance, and so again
the Mediterranean heat budget was not closed. More recently
Tragou and Lascaratos [2003] demonstrated, using ground
truth observations at several coastal meteorological sta-
tions, that the incoming solar radiation is systematically
overestimated by 25 W/m2 for the 30 years period which
they considered (1964–1994), by the adopted empirical
formulation.
[3] Many other techniques used to correct flux fields in

different regions of the global ocean can be found in liter-
ature, and a detailed review is included in the introduction of
Large and Yeager [2009]. They include assimilation of ocean
observations [Stammer et al., 2004], inverse procedures
[Isemer et al. 1989], linear inverse analysis [Grist and Josey,
2003] and variational objective analysis [Yu and Weller,
2007].
[4] In this work we use an alternative approach based on

the work of Large and Yeager [2009], where spatially
dependent correction factors are applied to the basic atmo-
spheric fields required as input to air‐sea bulk formulae,
including radiation. These correction factors are obtained
by comparison of the European Center for Medium Range
Weather Forecast (ECMWF) Re‐Analysis fields (ERA‐40
[Uppala et al., 2005]) with satellite observations and in situ
data sets available for the period 1985–2001. The ERA‐40
computed heat fluxes themselves do not solve the Medi-
terranean heat budget closure problem in this period, but
specific corrections to the surface winds, sea surface tem-
perature, radiative components and relative humidity values
do produce a satisfactory solution. The paper will then ana-
lyze the resulting time series in order to explain how the
surface heat balance is maintained and is correlated with the
North Atlantic Oscillation (NAO) index. We first introduce
the air‐sea physics notation and parameterizations used in this
study (section 2). In section 3 we will briefly describe the
ECMWF ERA‐40 fields and discuss their implied surface
heat and water balances. Section 4 describes the benchmark
data sets used for the bias reductions and the correction
method. The resulting corrected fluxes time series and cli-
matology are presented in section 5, along with correlations
with the NAO index. A conclusion and discussion may be
found in section 6.

2. Air‐Sea Interaction Physics

[5] The surface heat balance gives the net heat flux at the
air‐sea interface QT as the sum of four dominant terms

QT ¼ QS þ QL þ QE þ QH ; ð1Þ

where QS is the net shortwave radiation flux, QL is the net
longwave radiation flux, QE is the latent heat flux of evapo-
ration and QH is the sensible heat flux. All fluxes have been
taken positive for water or ocean energy gain. Both compo-
nents of the radiative part of the heat balance are formed by
the upward (negative) and downward (positive) fluxes,
which are hereafter denoted by the subscripts U and D,
respectively,

QS ¼ QSD þ QSU ¼ QSDð1% !Þ ð2Þ

QL ¼ QLU þ QLD ¼ %""T 4
S þ QLD; ð3Þ

where TS is the sea surface temperature, the ocean emis-
sivity " is taken to be 1 and s is the Stefan‐Boltzmann con-
stant. When needed, a space‐dependent albedo a following
Payne [1972] is used.
[6] The steady state Mediterranean water budget requires

that the freshwater entering the basin through the Gibraltar
Strait and from the Black Sea plus direct coastal runoff is
lost through the surface. The surface freshwater flux FT is
given by

FT ¼ E þ P; ð4Þ

where evaporation E is usually negative and precipitation P
is positive definite.
[7] The starting point of this work is the standard practice

used by the Mediterranean Forecasting System (MFS) oper-
ational model [Pinardi et al., 2003; Tonani et al., 2008]. The
downward shortwave radiation is computed according to
Reed [1977] and to Rosati and Miyakoda [1988]

QMFS
SD ¼ QTOT ð1% 0:62C þ 0:0019#Þ if C & 0:3

QMFS
SD ¼ QTOT if C < 0:3

; ð5Þ

where QTOT is the total clear sky solar radiation reaching the
ocean surface, C is fractional cloud cover and b is the noon
solar altitude in degrees. For the longwave downward flux
calculation, MFS uses the Bignami et al. [1995] formulation

QMFS
LD ¼ ½"T 4

Að0:653þ 0:00535eAÞ(ð1þ 0:1762C2Þ; ð6Þ

where TA is the air temperature and eA is the atmospheric
vapor pressure [Lowe, 1977].
[8] The turbulent fluxes (QH sensible and QE latent) are

QMFS
H ¼ %$ACPCH V

!!!!
!!!ðTS % TAÞ ð7Þ

QMFS
E ¼ %$ALECE V

!!!!
!!!ðqS % qAÞ ¼ LEE; ð8Þ

where V
!!!!
!!! is the wind speed, rA is the density of the moist

air, CP is the specific heat capacity, CH and CE are turbulent
exchange coefficients for temperature and humidity, LE is
the latent heat of vaporization, qA is the specific humidity of
air and qS is the specific humidity saturated at temperature
TS. In the MFS configuration, the exchange coefficients for
a reference height of 10 m CE and CH are taken constant and
equal to 1.5 · 10−3 and 1.3 · 10−3 respectively. These values
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have been obtained from the wind speed dependent curves
proposed by Kondo [1975]. In this paper we use instead the
approximated formula, suggested by the same author, which
better captures the wind speed dependent factors. The Kondo
parameterization and its choice are described and discussed in
Appendix A.

3. ERA‐40 Surface Heat Budget

[9] The ERA‐40 data set covers the 45 year period from
September 1957 to August 2002 with a time resolution of
6 h. It is produced with a spectral atmospheric model based
on a triangular truncation at wave number 156, which cor-
responds to a Gaussian grid of 1.125° (about 125 km). In
the vertical, the ERA‐40 atmospheric model has 60 hybrid
levels with the highest at 0.1 hPa.
[10] The assimilation scheme used in ERA‐40 is the

three‐dimensional variational (3D‐Var) technique. It allows
direct assimilation of raw radiances from TIROS Operational
Vertical Sounder (TOVS) instruments. ERA‐40 also uses
SSM/I passive microwave data to analyze the total column
water vapor and 10 m wind speed. Sea Surface Temperature
(SST) and ice cover are taken from 2D‐Var National Center
for Environmental Predictions (NCEP) system and the
Hadley Center respectively. Cloud motion winds are taken
from geostationary satellites.
[11] The parameterization of turbulent fluxes in the

atmospheric model is based on the Monin‐Obukhov simi-
larity theory. The transfer coefficients depend on stability
functions and differ from those used in the MFS system
(Appendix A). The roughness lengths for momentum, heat

and moisture also include a free convection velocity scale,
which represent the near surface wind induced by eddies in
the free convection regime. Further information is given by
Uppala et al. [2005].
[12] For our purposes, all fields have been interpolated

with a bilinear algorithm to a regular 1/16° resolution grid.
In such a process, the problem due to the influence of the
land points on the ocean point values of the final grid has
been taken into account. The original sea points have been
extended over the land through a process called “sea over
land” which iteratively assigns to the first land value the
average of the neighboring sea points, before the interpolation
is carried out. This methodology allows the production of a
reference high‐resolution corrected data set of surface fluxes
in the Mediterranean basin assuming that seaward ERA‐40
field values can be used to extrapolate in the near coastal
areas. The interpolation does not add topographic effects that
are missing in the original ERA‐40 data set but eliminates
oversmoothing of the fields, which will occur by simply
interpolating across the coastal domain.
[13] In this work we show that the simple usage of the

surface flux components given directly by the ERA‐40 data
set gives a lower than measured estimate of the net surface
heat flux. The reason for that is the underestimation of the
shortwave radiation flux by about 12%, which is only par-
tially compensated by a less negative latent heat flux (see
ERA‐40 column in Table 1). The ERA‐40 solar radiation
underestimation is evidenced by comparison with station
surface radiation data located in the Adriatic Sea (see
Figure 1) and the Sicily Strait. Figure 1 also compares the
downward shortwave flux from the International Satellite

Figure 1. Surface downward shortwave radiation data. Each star represents a time average for a given
station in the period 1993–2001. Blue, black, and red stars are ERA‐40, ISCCP‐FD, and AGIP data,
respectively. Stations have been ordered by decreasing latitudes, and their positions are located in the
map. AGIP data were kindly supplied by ENI‐AGIP division, Milan.
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Cloud Climatology Project global radiative flux data set
(ISCCP‐FD [Zhang et al., 2004]). The comparison sup-
ports the quality of the surface radiation stations and the
finding that ERA‐40 is too low, by about −20 W/m2 in the
shortwave downward flux.
[14] These results demonstrate that direct usage of ERA‐

40 fluxes to force an ocean general circulation model for the
Mediterranean Sea would be problematic [Griffies et al.,
2008]. The standard practice in ocean forecasting [Pinardi
et al., 2003] is to calculate the surface fluxes with the inter-
active bulk formulas (5)–(8) but this gives a very positive
surface heat balance (24 W/m2) (see No Corrections column
in Table 1). We need then to find a correction method to
recompute the heat fluxes from ERA‐40 fields and close the
Mediterranean heat budget.

4. Forcing Fields Bias Reduction

[15] In order to find a solution to the Mediterranean heat
budget closure problem we use an approach based on the
work of Large and Yeager [2009]: we correct the atmo-
spheric fields and avoid using formulae for the computation
of the radiative components of the surface flux. ERA‐40 air
temperature is not corrected because of the small impact that
this correction would cause to the final heat budget value.
The bias correction related to this field is estimated to be less
than 1°K and it would produce a total heat balance change
smaller than 1 W/m2.
[16] The correction of the atmospheric fields is possible

because of new observational data sets. However, some
cover only a limited period of time with respect to ERA‐40.
For this reason we build up our correction methodology
based on three steps:
[17] On step 1, observational data sets from various per-

iods between 1985 and 2001 are used to determine objective
corrections to ERA‐40 products (see detailed descriptions
on the following sections). These data sets are the QuikScat
scatterometer (QSCAT) satellite wind fields [Chin et al.,
1998], the satellite SST specifically analyzed for the Med-
iterranean Sea [Marullo et al., 2007], the shortwave and
longwave downward radiation (ISCCP‐FD), the specific
humidity from NOC climatology [Josey et al., 1998] and the
CPC Merged Analysis of Precipitation (CMAP) [Xie and
Arkin, 1996].
[18] On step 2, we show that best estimates of the surface

heat and freshwater fluxes do solve the Mediterranean heat

budget closure problem, over the years 1985 through 2001.
Since the QSCAT data are limited in time and NOC is a
climatology, we only use them to correct ERA‐40 winds
and specific humidity, which with uncorrected ERA‐40 air
temperature, analyzed SST, ISCCP‐FD radiation and CMAP
precipitation give the satisfying values of −4 W/m2 for the
net surface total heat flux, and a deficit E + P of −0.70 m/yr
(see Corrected CMAP column in Table 1). The adjustments
computed in step 1 are then applied to the ECMWF reanalysis
for the period 1985–2001, in order to verify that the resulting
heat and freshwater fluxes computed with what we will
hereafter refer to as the “corrected ERA‐40 data set”
still satisfy the Mediterranean heat budget closure problem
constraint.
[19] On step 3, finally, we assume that the bias reduction

corrections, obtained in the previous steps, are constant in
time. Thus, they can be applied over the entire ERA‐40
period (1958–2001) in order to produce a longer, consistent
reference data set.
[20] Some of the computed bias reduction terms are fac-

tors (denoted by the letter R: wind, shortwave radiation and
precipitation), while others are differences (denote by the
letter D: sea surface temperature and specific humidity). The
corrections were computed using a linear regression between
observed and ECMWF fields which evaluated slope (R) and
offset (D) values. For the cases where the slopes were not
significantly different from 1, only the additive parts were
used, and conversely, only the ratios have been considered for
the cases with a resulting offset value close to 0.

4.1. Wind Speed Correction
[21] The advent of satellite wind products makes the

ERA‐40 wind speed validation possible. We utilize QSCAT
(QuikScat Scatterometer) zonal U and meridional V wind
components. These have been constructed 6 hourly on a
0.5° latitude‐longitude grid, following Chin et al. [1998].
The ERA‐40 wind speed is corrected by multiplying both its
zonal U and meridional V components by a spatially depen-
dent factor. This correction factor is computed as

RW ¼ ðU2
Q þ V 2

QÞ
1
2

D E
= ðU2

ERA þ V 2
ERAÞ

1
2

D E
; ð9Þ

where h i denotes the average over the two years 2000 and
2001. In order to avoid problems with interpolations in
coastal areas, the corrections have been applied only for va-

Table 1. Heat and Freshwater Total Fluxes and Components for the Period 1985–2001a

ERA‐40 No Corrections Corrected Wind Corrected SST Corrected Radiation Corrected Humidity Corrected CMAP

QS (W/m2) 162 202 202 202 183 183 183
QL (W/m2) −79 −87 −87 −88 −80 −80 −80
QE (W/m2) −86 −80 −99 −100 −100 −91 −91
QH (W/m2) −10 −12 −14 −16 −16 −16 −16
QT (W/m2) −13 24 2 −2 −13 −4 −4
E (m/yr) −1.08 −1.02 −1.27 −1.28 −1.28 −1.17 −1.17
P (m/yr) 0.39 0.39 0.39 0.39 0.39 0.39 0.47
FT (m/yr) −0.69 −0.64 −0.89 −0.90 −0.90 −0.79 −0.70

aThe ERA‐40 column shows the fluxes given in the ERA‐40 data set. The No Corrections–Corrected CMAP columns indicate the surface heat flux
components obtained with different corrections that have been cumulatively applied. The No Corrections, Corrected Wind, and Corrected SST
columns show the results when bulk formulas (2), (3), (7), and (8) are applied and QSD and QLD are computed according to equations (5) and (6),
respectively, with no corrections in the ERA‐40 input fields, corrected winds, and corrected wind plus SST. The Corrected Radiation–Corrected CMAP
columns use QSD and QLD from ISCCP‐FD.
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lues of RW less than 1.3. There is no attempt to correct wind
direction. Figure 2 shows the spatial distribution of the ratio
RW. A low bias is evident in the ERA‐40 wind, with RW > 1
everywhere, but smallest in the south. The highest values are
located in outflow regions of the major continental winds:
Mistral (Gulf of Lions), Bora (Adriatic Sea) and Ethesian
(Aegean Sea). The overall effects of the corrections are more
cooling by the turbulent heat fluxes by about 22 W/m2 and
about 0.25 m/yr more evaporation. These are the largest
single improvements made to the biases of Table 1.

4.2. SST Correction
[22] In order to reduce the SST bias, we use the OISST

(Optimal Interpolated Sea Surface Temperature) data set
[Marullo et al., 2007]. Its resolution is daily on a 1/16°
latitude‐longitude grid that matches the MFS OGCM grid
for the Mediterranean basin. Unfortunately this domain is
smaller than the one of our basic forcing fields, so no SST
corrections could be computed for the Black Sea. The
data set has been developed starting from satellite infrared
AVHRR images from 1985 to 2005, and has been validated
with in situ measurements in order to exclude any possibility
of spurious trends due to instrumental calibration errors/
shifts or algorithms malfunctioning related to local geo-
physical factors. The validation showed that satellite OISST

is able to reproduce in situ measurements with a mean bias
of less than 0.1 K and RMS of about 0.5 K and errors do not
drift with time or with the percent interpolation error. We
compute the correction term for the period 1985–2001 as

DS ¼ OISSTh i% TERA
S

" #
; ð10Þ

where h i denotes the average over the 17 years, and the
resulting space dependent correction (Figure 3) is added to
the 6 hourly SST of ERA‐40 TS

ERA. The resulting time series
is showed in Figure 7b. The sea surface temperature cor-
rection affects the longwave radiation QL, the latent heat of
evaporation QE and the sensible heat flux QH for a total
contribution in the net surface heat flux QT of −4 W/m2.

4.3. Radiation Correction
[23] Recent ISCCP (International Satellite Cloud Clima-

tology Project) global radiative flux data products have been
created by integrating the NASA Goddard Institute for
Space Studies climate GCM radiative transfer model with a
collection of global atmospheric data sets, including ISCCP
clouds and surface properties [Zhang et al., 2004]. Most
importantly, this ISCCP‐FD data set provides fields of
downwelling shortwave QSD

ISCCP and longwave QLD
ISCCP radi-

ation as in equations (2) and (3). Moreover, since QSD
ISCCP

Figure 2. Wind speed correction factor RW. The ratio is computed for the years 2000 and 2001 accord-
ing to equation (9). The 2 years average QSCAT wind speed is always greater than the ERA‐40 one.
Values are restricted to being no greater than 1.3, because larger values are mainly due to interpolation
problems in coastal areas.

Figure 3. SST correction term DS. The difference is computed for the period 1985–2001 according to
equation (10). The spatial domain is the same of the MFS OGCM, thus the correction for the Black Sea is
not possible.
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and QLD
ISCCP have been derived in concert from the same

input, they should derive full advantage of any cancellation
of cloud errors. The data resolution is 3 hourly on a 2.5°
longitude‐latitude grid, but it is difficult to properly remap
the diurnal cycle. Therefore, for our purposes, the data have
been integrated to daily values and interpolated to the ERA‐
40 grid. Using these fields, we are now able to compute the
ISCCP‐FD net radiation from equations (2) and (3), which
produces the values of the Corrected Radiation, Corrected
Humidity, and Corrected CMAP columns in Table 1. The solar
heating is lowered by 19 W/m2 compared to equation (5), but
there is a partial compensation of about 8 W/m2 from the
longwave compared to equation (6). Note, the net short wave
radiation flux of 183 W/m2 from ISCCP‐FD agrees with
the proposal of Gilman and Garrett [1994], without making
additional corrections for dust.
[24] As described on step 2 of our correction methodol-

ogy, in order to eliminate the bias that we could demonstrate
exists on the ERA‐40 radiation products, we have computed
the ratio RR as

RR ¼ QISCCP
SD

" #
= QERA

SD

" #
; ð11Þ

where the two fields have been averaged for the period
1985–2001.
[25] The resulting correction factor is shown in Figure 4.

The ISCCP‐FD shortwave radiation is bigger than the
ERA‐40 one over the entire Mediterranean Basin with a
strong north‐west to south‐east gradient and the largest
errors occurring in the Levantine Sea. The corrected net
shortwave radiation time series, obtained by monthly aver-
aging the ECMWF radiation multiplied to the factor RR is
represented in Figure 8a. Regarding the long wave radiation
component, the difference between QLD

ISCCP and QLD
ERA is less

than 2% so an adjustment is not justified.

4.4. Specific Humidity Correction
[26] The reference data set for this bias reduction is the

NOC1.1 flux climatology, which is the renamed version of
the Original SOC flux climatology [Josey et al., 1998]. The
flux fields have been determined from in situ meteorological
reports in the COADS 1a (Comprehensive Ocean Atmo-
sphere Data Set 1a) covering the period 1980–1993. A major

innovation in the production of the climatology was the
correction of the meteorological reports for various obser-
vational biases using additional measurement procedure
information from the WMO47 list of ships.
[27] In the MFS model implementation, the specific

humidity is computed by the empirical formula

qAðTDÞ ¼ 0:98$%1640:38eð%5107:4=TERA
d Þ; ð12Þ

where Td
ERA is the ERA‐40 dew point temperature given in °K

and the 0.98 factor only applies over seawater. More accurate
formulations are available, but not necessary, due to the
uncertainty of the 0.98 factor and of the transfer coefficient
CE of equation (8), for instance.
[28] However, the ERA‐40 reanalysis atmosphere is drier

than NOC, leading to the correction term shown in Figure 5.
It is the difference

DH ¼ qNOCA

" #
% qERAA

" #
; ð13Þ

where the two averages have been computed for the period
1980–1993.
[29] After correction, ERA‐40 reanalysis becomes wetter

and the latent heat and evaporation are less negative by 9W/m2

and 0.11 m/yr, respectively. Again, in order to avoid errors as
mentioned in section 4.1 we have limited the corrections to be
no greater than 1.5 g/m3. The monthly mean surface averaged
resulting specific humidity is shown in Figure 7c.

4.5. Precipitation Correction
[30] With the above corrections and the uncorrected ERA‐

40 rainfall (given by the sum of large scale and convective
precipitation) we obtain a deficit E + P of about −0.79 m/yr
(see Corrected Humidity column in Table 1). We decided to
apply a further correction to the ECMWF reanalysis based
on the CMAP data set [Xie and Arkin, 1996]. These are
gridded fields of monthly precipitation obtained by merging
estimates from five sources of information with different
characteristics: gauge‐based monthly analysis from the
Global Precipitation Climatology Centre, three types of
satellite estimates (the infrared‐based GOES Precipitation
Index, the microwave (MW) scattering‐based Grody, and
the MW emission‐based Chang estimates), and predictions

Figure 4. Surface solar radiation downward correction factor RR. The ratio is computed following
equation (11) for the period 1985–2001. The ISCCP‐FD radiation is greater than the ECMWF reanal-
ysis one, as demonstrated by comparison with in situ observations, with a northwest southeast gradient.
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produced by the operational forecast model of the European
Centre for Medium‐Range Weather Forecasts (ECMWF).
Figure 6 shows the ratio

RP ¼ PCMAP
" #

= PERA
" #

; ð14Þ

where the averages have been computed for the period
1979–2001. The ECMWF reanalysis precipitation is less
over the northern Mediterranean basin, but more abundant
over the southern.
[31] This last correction leads to a deficitE +P of−0.70m/yr

for the period 1985–2001, which is comparable to that
obtained by Gilman and Garrett [1994] (even though their
larger evaporation is compensated by more precipitation) and
consistent with the results of Mariotti and Struglia [2002]
who proposed −0.5 to −0.7 m/yr as the range for the excess
of evaporation over precipitation.

5. Corrected Heat and Freshwater Fluxes

[32] In the previous section we have determined the field
corrections, which produce the best estimates for heat and
freshwater fluxes in the considered time window 1985–2001
(see Corrected CMAP column in Table 1). At this point we
assume that the space‐dependent correction factors are con-
stant in time and apply them over the entire ERA‐40 reanal-
ysis period (1958–2001).
[33] The results are shown in Table 2. In the ERA‐40

column (Table 2), the flux components given directly in the

original ERA‐40 data set are presented. In the Corrected
column (Table 2) we show those obtained with the corrected
ERA‐40 data set, calculated applying equations (2), (3), (7),
and (8) using corrected ERA‐40 shortwave radiation and
uncorrected longwave radiation. Regarding the freshwater
balance, both deficits E + P satisfy the values found in liter-
ature and cited in section 1, however the heat fluxes directly
taken from ERA‐40 fail to close the budget, according to
the measurements of the heat gained through the Strait of
Gibraltar [Bethoux, 1979; Macdonald et al., 1994]. In the
ECMWF reanalysis, the underestimation of the shortwave
radiation flux is only partially compensated by less negative
turbulent fluxes, such as the lower evaporation, which is
redressed by a too low precipitation over the Mediterranean
Basin. On the other hand, when we apply all the corrections
and the new formulation for the radiative fluxes, the budget is
recovered and the Mediterranean heat budget closure prob-
lem is solved. The budget has been evaluated also using the
original resolution ERA‐40 fields and the value of QT in
Table 2 becomes −5W/m2, a value still within the−6 ± 3W/m2

uncertainty on the heat budget mean value.
[34] An interesting effect of the corrections is the change

in the balance of terms. The 17 W/m2 increase in solar
radiation is absorbed over a range of ocean depths, while the
increased latent and sensible cooling is only from the sur-
face. This shift in balance could have a profound effect on
the seasonal cycle of SST, particularly during the spring
heating and restratification season [Denman and Miyake,
1973].

Figure 6. Precipitation correction factor RP. The ratio has been computed for the period 1979–2001,
according to equation (13). A north‐south pattern is visible in the Mediterranean Basin error field.

Figure 5. Specific humidity correction term DH in g/Kg. The difference is computed for the period
1980–1993 according to equation (12).
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5.1. Interannual Variability
[35] We now examine the interannual variability of the

corrected heat balance components. Daily components have
been calculated and then monthly averaged over the basin.
The time series of monthly net shortwave radiation QS
(Figure 8a), obtained using equation (2) and the corrected
QSD from ERA‐40 data set, ranges from a winter minimum
of 53 W/m2 to a summer maximum of 302 W/m2. It is
dominated by a strong seasonal cycle with a small interannual
signal, mostly due to the cloud coverage. In particular, the
time series shows a summer cool anomaly during the years
1970–1973 which is due to an anomalous high cloud cover-
age during the same period (see Figure 7d). The same effect is
also evident in the net longwave radiation QL time series
(Figure 8b) where this term reaches its highest value of
−60 W/m2. In fact, since clouds have opposing effects on the
two radiative components of the heat balance, there is a sig-
nificant compensation between the two terms but again the
effects on the SST will be different.
[36] The sensible heat flux QH is the smallest of the four

terms (Figure 8d). It becomes positive during the months of
April or May and remains negative for the remaining part of
the year. It ranges from a maximum of 7 W/m2 to a mini-
mum value of −71 W/m2 with strong interannual variability
relative to its mean. There are five large minima during the
years 1967, 1969, 1980, 1991 and 1999, which are related to
strong wind regimes and air temperature anomalies during
the same period (see Figure 7). The latent heat flux QE
time series (Figure 8c) is always negative, ranging from a
summer maximum of −30 W/m2 to a winter minimum of
−130 W/m2.
[37] Finally, the surface total heat flux QT time series

(Figure 8e) shows a smooth signal dominated by the net
short wave radiation flux and interannually modulated by QE
and QH. It ranges from −275 W/m2 to 181 W/m2. However,
it’s important to notice that while the maxima of the time
series, which occur during the months ofMay and June, show
values which differ at most by about 30 W/m2, the December
minima can vary by more than 130 W/m2. This peculiarity of
the Mediterranean basin plays a significant role in the cli-
matological heat budget. Over the 44 years, replacing the
10 most negative values (the years 1962, 1967, 1968, 1969,
1980, 1986, 1990, 1991, 1995 and 1998) with the interannual
average of the minima of the corrected QT would change the

overall mean from −7 W/m2 to about −3.5 W/m2. Since we
pointed out that the surface total heat flux is mainly inter-
annually modulated by the latent heat of evaporation and the
sensible heat flux which are strongly affected by the wind
regimes in the Mediterranean, this means that the total heat
budget is closed by approximately half of its long‐term value
by few strong cooling events due to cold and dry winds
blowing over the basin during winter time. This peculiarity
proves the importance of choosing a long enough time win-
dow when one attempts a budget study for this particular
geographical area, since those extreme events have neces-
sarily to be included in the budget computation.

5.2. Climatology
[38] Figure 9 shows the pattern of climatological values

of corrected QT for the months of July (Figure 9a) and
December (Figure 9b) and for the year (annual, Figure 9c)
and climatological values of annual FT (Figure 9d). These
months also represent the maximum heat loss and heat gain
respectively. The heat flux annual mean shows minima
in the northwestern Mediterranean (Gulf of Lion), in the
Adriatic Sea and northern Ionian Sea, and in the Aegean
Sea, essentially reflecting the pattern of the principal con-
tinental winds (Mistral, Bora, Ethesian). The maxima are
instead located in the Alboran Sea, in the Channel of Sicily
and in the Levantine basin. Figure 9c shows a northwest to
southeast pattern. Moreover, in areas of maxima the summer
heating (A) is much larger than winter cooling (B), while the
opposite behavior occurs for the minima. The Southampton
Ocean Centre (SOC) climatology [Josey et al., 1998] (not
shown) also provides a global estimate of surface heat and
freshwater fluxes but over the Mediterranean Sea its average
heat flux of 42 W/m2 is much larger than the measured heat
transport at Gibraltar. Nevertheless, the spatial pattern is
similar to the corrected ERA‐40 QT.The total freshwater
flux (Figure 9d) shows a strong north‐south gradient, with
small areas where the precipitation exceeds the evaporation
located on the northern coasts of the Mediterranean basin.

5.3. NAO Changes and Mediterranean Sea Net Surface
Heat Flux
[39] The North Atlantic Oscillation (NAO) has been

described as the indicator of the strength of the zonal flow
along the mid and high latitudes of the North Atlantic. The
positive and negative phases of the North Atlantic Oscilla-
tion are defined by the differences in pressure between the
persistent low over Greenland and Iceland and the persistent
high off the coast of Portugal. During a positive NAO phase
both systems are stronger than usual, that is, the low has a
lower atmospheric pressure and the high has a higher atmo-
spheric pressure. During the negative phase of the NAO, both
systems are weaker, lowering the difference in pressure
between them. The NAO is one of the major modes of
monthly to interdecadal variability in the Northern Hemi-
sphere atmosphere, accounting for about one‐third of the
wintertime total variance. Interest in the NAO has been
recently renewed mainly because of a trend toward the pos-
itive phase of the oscillation, particularly in the last two or
three decades. In this section we explore the Mediterranean‐
NAO teleconnection, which supposedly should be a domi-
nant mode of variability in the Mediterranean [Rixen et al.,
2005]. After all, the ocean communicates with the overly-

Table 2. Heat and freshwater budget components for the 44 year
period 1958–2001a

ERA‐40 Corrected

QS (W/m2) 161 178
QL (W/m2) −78 −79
QE (W/m2) −86 −92
QH (W/m2) −10 −14
QT (W/m2) −13 −7
E (m/yr) −1.08 −1.18
P (m/yr) 0.39 0.53
FT (m/yr) −0.70 −0.64

aThe ERA‐40 column represents the values given in the original ERA‐40
data set. The Corrected column shows those obtained with the corrected
ERA‐40 data set, including QSD and QLD, and calculated by means of
equations (2), (3), (7), and (8). Also included is the correction for ERA‐40
precipitation that is obtained as the sum of convective and large‐scale
precipitation.
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Figure 7. Time series of surface averaged monthly corrected (a) TA, (b) TS, (c) qA, (d) C, and (e) V
!!!!
!!!

with the bias reductions applied to sea surface temperature, specific humidity, and wind speed. The
time window is 1958–2001. The mean value (solid line) and ±1 standard deviation (dashed lines) are also
indicated.
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Figure 8. Time series of the surface monthly averaged heat fluxes calculated with the final parameter-
ization (equations (2), (3), (7), and (8), see Corrected column in Table 2) including all the mentioned
corrections: (a) QS, (b) QL, (c) QE, (d) QH, and (e) QT. The total mean (solid line) and ±1 standard
deviation (dashed lines) are also indicated.
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ing atmosphere through changes in the heat fluxes.Moreover,
heat flux is a more physically meaningful parameter than the
SST (see Figure 10a for annual averages of QT).
[40] For this reason, we compared the Winter (December

through March) NAO index based on the difference of
normalized sea level pressure between Lisbon, Portugal and
Stykkisholmur/Reykjavik, Iceland, with the annual mean QT
anomaly time series, computed as the differences of the yearly
mean total heat fluxes from the overall mean of −7 W/m2

given in Table 2. The sea level pressure anomalies at each
station were normalized by the division of each seasonal
mean pressure by the long‐term mean (1864–1983) standard
deviation. Normalization is used to avoid the series being
dominated by the greater variability of the northern station.
The station data were originally obtained from the World
Monthly Surface Station Climatology. Further details are
given byHurrell et al. [2001]. The correlation coefficient that
we obtained between the two yearly time series is 0.37 with a

Figure 9. Climatology of QT (W/m2) for the months of (a) July and (b) December and (c) for the year
(annual) and (d) climatology of FT (m/yr, annual). These were obtained using the air sea physics which
produces the fluxes of Table 2 (Corrected column) and for the time window 1958–>2001.
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95% confidence interval of 0.08 < C < 0.60, which is very
small, however, a similar oscillation at longer time scales was
noticeable in the two curves (not shown). In order to quantify
this information, we computed for bothQT anomaly andNAO
index a 5 year running mean, and we compared the two
resulting time series (Figure 10b). The resulting correlation
coefficient has the much more significant value of 0.68 and a
95% confidence interval of 0.48 < C < 0.81, meaning that the
two fields have a high positive correlation. We can argue that
this relationship is at least partially due to the wind regimes
induced by the NAO itself: a positive index implies lower
winds over the Mediterranean Basin, which determines lower
evaporation and consequentially a lower latent heat flux
which is, as we pointed out, the largest modulation factor of
the net total surface heat flux. Conversely, a negative NAO
index is accompanied by a stronger wind regime over the
basin, that implies greater evaporation and as a direct con-
sequence a low QT anomaly. Moreover, the climatological
nature of this correlation once again confirms the importance
of the choice of a long period for budget studies in the
Mediterranean Sea, since the long time scale effects of the
NAO must be definitely taken into account because of their
direct implication on the air‐sea interaction heat exchange
processes.

6. Conclusions

[41] In this paper we show that the Mediterranean Sea
places a valuable constraint on the long‐term mean basin

averaged QT, which should compensate for the measured net
heat inflow at Gibraltar. Furthermore, freshwater budget
considerations constrain the evaporation and consequently
the latent heat flux. These are aspects of so‐called Medi-
terranean heat budget closure problem, which have been
addressed by the data sets of this study.
[42] We demonstrate that ECMWF ERA‐40 reanalysis

without any corrections to its surface fields does not close
the budget. In addition, the individual components of the
surface heat balance are incompatible with some in situ local
observations (Figure 1). For this reason, we adapted a cor-
rection method, developed by Large and Yeager [2009] for
the global ocean, to the Mediterranean Sea. This method is
based on the determination of the best estimate of the heat
and freshwater budgets for a reference period chosen to
match the availability of important reference data sets. For
this period (1985–2001) we have computed different space
dependent bias reduction terms which, when applied to the
ERA‐40 reanalysis forcing fields along with the use of a
new formulation for radiative fluxes, allow the satisfaction
of the Mediterranean closure problem. Averaged over the
basin, they increase the shortwave radiation by 21 W/m2,
increase the wind speed by 25%, increase the specific
humidity by about 1g/m3 and increase the sea surface tem-
perature (SST) by less than 1°C. Locally the SST correction
ranges from more than 2°C to about −1°C. The precipitation
is increased by about a factor of 2 off some northern coasts
and reduced along the southern and eastern margins where
there is little rainfall. The correction terms have been then

Figure 10. (a) Yearly averaged net surface heat flux, QT, (see Corrected column in Table 2) computed
with formulas (2), (3), (7), and (8) using radiative fields provided by ERA‐40 and applying all the
corrections described in section 4. (b) The 5 year running mean of net surface heat flux (black line, left
axes) and winter (December–March) NAO index based on the difference of normalized sea level pressure
between Lisbon, Portugal and Stykkisholmur/Reykjavik, Iceland (red line, right axes).
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extended to the entire ERA‐40 period (1958–2001). In this
way, we have constructed what we called the corrected
ERA‐40 data set that is an high frequency (6 hourly) data set
suitable for forcing ocean models in the Mediterranean area.
Recently the MFS model has been used as a test bed to
check the correction method for the atmospheric fields and
air‐sea physical parameterizations described in this paper.
Preliminary results obtained during a 1 year integration
experiment show an improvement in the estimation of the
SST and a positive impact on the model temperature and
salinity profiles if compared with in situ data. The impact of
air‐sea physical parameterizations on the model simulation
quality will be an area of active research in the near future.
[43] Among all the corrections, that on wind speed has the

largest effect (−22 W/m2) on the final surface heat balance.
Furthermore, the interannual modulation of QT is imposed
by the latent heat flux QE and the sensible heat flux QH (see
Figure 8) which are strongly dependent on the wind speed
and wind speed events during wintertime.
[44] Shortwave radiation correction is also large for the

ERA‐40, probably due to the compensating effects in the
atmospheric model, which has produced it. Moreover, in

situ and satellite data sets confirm that the annual mean
value should be about 180 W/m2 as previously found by
Gilman and Garrett [1994].
[45] Finally, the net surface heat flux QT is related to the

winter NAO index. A correlation coefficient of 0.68 has been
found after a 5 year running mean filter has been applied to
the two time series. This aspect underlines the fact that the
correlation is to be considered in a climatological sense. In
other words, NAO yearly variations are not directly corre-
lated to annual mean heat flux anomalies over the Mediter-
ranean Sea but only the long time scale modulation can be
associated to teleconnections.
[46] Wind anomalies during winter are responsible for

half the negative heat budget of the basin. Our study points
out the need for longer time series of fluxes to really under-
stand their low frequency variability and to solve the heat
budget closure problem.

Appendix A: Bulk Transfer Coefficients

[47] The bulk transfer coefficients used in this work for
the computation of latent heat of evaporation and sensible
heat fluxes (equations (7) and (8)) are taken according to
Kondo [1975], who suggested the following approximate
formulas for neutral stability, when the wind speed in ex-
pressed in m/s

103CH ð10mÞ ¼ ah þ bh V
!!!!
!!!
ph
þchð V

!!!!
!!!% 8Þ2 ðA1Þ

103CEð10mÞ ¼ ae þ be V
!!!!
!!!
pe
þceð V

!!!!
!!!% 8Þ2; ðA2Þ

Table A1. Parameters in Expressions for Neutral Bulk Transfer
Coefficients

V
!!!!
!!! [m/s] ah ae bh be ch ce ph pe

0.3–2.2 0 0 1.185 1.23 0 0 −0.157 −0.16
2.2–5 0.927 0.969 0.0546 0.0521 0 0 1 1
5–8 1.15 1.18 0.01 0.01 0 0 1 1
8–25 1.17 1.196 0.0075 0.008 −0.00045 −0.0004 1 1
25–50 1.625 1.68 −0.017 −0.016 0 0 1 1

Figure A1. (a) Kondo [1975] 10 m CE bulk transfer coefficient as a function of wind speed and for
seven different TA − TS values and (b) 10 m CE bulk transfer coefficient obtained from the Coupled
Ocean‐Atmosphere Response Experiment (COARE) bulk algorithm (version 3.0) as described by Fairall
et al. [2003]. The plot has been obtained for relative humidity equal to 80% and shows CE as a function of
the wind speed for seven different TA − TS values.
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where the numerical constant ah,e, bh,e, ch,e and ph,e vary with
a range of wind speed speeds as shown in Table A1. The
coefficients for nonneutral cases are expressed in terms of a
practical index of atmospheric stability, which are obtainable
from wind speed and the difference of temperatures at the
sea surface. Figure A1a shows CE computed according to
equation (A2) for neutral condition (TA − TS = 0) and for other
six nonneutral cases (TA − TS = 3.0, 2.0, 1.0, −1.0, −2.0, −3.0).
[48] The formulation is obtained under the condition that

no ocean spray exists. In strong wind regimes, it is almost
certain that the effect of the ocean spray on the temperature
and humidity profiles would be important thus leading to
unrealistic coefficient values. This approximation is rea-
sonable in the Mediterranean Basin where the average wind
speed is about 6 m/s, however the previous equations are not
used for wind speed greater than 50 m/s. This parameteriza-
tion is used for consistency with the Mediterranean Fore-
casting System (MFS) standard air‐sea physics which was
calibrated in a comparison study between different bulk for-
mulas [Castellari et al., 1998]. In order to provide an estimate
of the sensitivity of our results on different exchange coeffi-
cients, we recomputed the total heat and freshwater budgets
using an alternative parameterization.
[49] Figure A1b shows the coefficient obtained from the

Coupled Ocean‐Atmosphere Response Experiment (COARE)
bulk algorithm (version 3.0) as described by Fairall et al.
[2003] and then expressed as polynomial functions by Kara
et al. [2005]. These so‐called NRL Air‐Sea Exchange Coef-
ficients (NASEC) include stability dependence through air‐
sea temperature difference, wind speed at 10 m above the
sea surface and relative humidity.
[50] Table A2 presents the total fluxes and their compo-

nents computed at the original ERA‐40 resolution using
Kondo and NASEC parameterizations. The coefficients are
about 10% different at low wind speed and this produces a
difference of 8 W/m2 in the latent heat of evaporation and
1 W/m2 in the sensible heat flux. This result confirms the
choice of Kondo [1975] for the Mediterranean Sea, which
gives the value of 94 W/m2 as suggested by Gilman and
Garrett [1994] with corrected atmospheric fields from
ERA‐40.
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