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Abstract

The set of equations for global ocean biogeochemistry deterministic models have been formulated in a comprehensive and
unified form in order to use them in numerical simulations of the marine ecosystem for climate change studies (PELAGOS,
PELAgic biogeochemistry for Global Ocean Simulations). The fundamental approach stems from the representation of marine
trophic interactions and major biogeochemical cycles introduced in the European Regional Seas Ecosystem Model (ERSEM). Our
theoretical formulation revisits and generalizes the stoichiometric approach of ERSEM by defining the state variables as Chemical
Functional Families (CFF). CFFs are further subdivided into living, non-living and inorganic components. Living CFFs are the
basis for the definition of Living Functional Groups, the biomass-based functional prototype of the real organisms. Both CFFs and
LFGs are theoretical constructs which allow us to relate measurable properties of marine biogeochemistry to the state variables
used in deterministic models. This approach is sufficiently generic that may be used to describe other existing biomass-based
ecosystem model.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Biogeochemical models representing trophic and
chemical interactions in the marine system have been
discussed largely in the past 20 years (see reviews by
Hofmann and Lascara, 1998; McCarthy et al., 2002;
Denman, 2003), particularly focusing on a biomass-
based description of the pelagic system. Nevertheless, a
theoretical formulation of the basic equations in terms of
partial differential equations (pde) of key biogeochem-
ical constituents and associated rates has not been
⁎ Corresponding author. Tel.: +39 051 4151 456; fax: +39 051 4151
499.

E-mail address: vichi@bo.ingv.it (M. Vichi).

0924-7963/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.jmarsys.2006.03.006
published yet in the scientific literature. This kind of
approach helps to define the numerical implementation
of marine biogeochemistry coupled with physical
circulation models at all spatial and temporal scales.

The aim of this paper is to formulate a set of equations
describing the pelagic biogeochemistry coupled to phy-
sical processes of importance. We call this a generalized
model of pelagic biogeochemistry, meaning the mathe-
matical representation, by means of partial differential
equations of biogeochemical processes. In general the
pdes contain the divergence of material fluxes that deter-
mine the rate of change of the ecosystem state variables.

The biogeochemical rates of change are outlined
starting from the parameterizations of the European
Regional Seas Ecosystem Model (Baretta et al., 1995;
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Baretta-Bekker et al., 1997, ERSEM I and ERSEM II),
which was the first comprehensive ecosystem model to
include physiological considerations in the definition of
the divergence of material fluxes. However, in the
original ERSEM papers (Baretta et al., 1995; Baretta-
Bekker et al., 1997, and other papers in the two special
issues), the biogeochemical process formulations were
given in a finite difference form, and a general
formalism of pdes was actually lacking.

On the other hand several implementations of this
model have shown the skill of this approach, both in
coastal areas with large land-derived inputs but also in
the oligotrophic Mediterranean regions and in the
subtropical Atlantic Ocean (Ruardij et al., 1997; Allen
et al., 1998; Vichi et al., 1998; Zavatarelli et al., 2000;
Obernosterer et al., 2001; Allen et al., 2001; Petihakis et
al., 2002; Vichi et al., 2004; Raick et al., 2005). The
same approach has also been used in the context of
climate studies, particularly to capture and analyze
climate variability in the North Sea and in the Adriatic
Sea (Taylor et al., 2002; Vichi et al., 2003a). A direct
descendant of ERSEM, the Biogeochemical Flux Model
(BFM), is now being developed in the framework of the
EU project MFSTEP (Mediterranean Forecasting Sys-
tem Toward Environmental Predictions, http://www.bo.
ingv.it/bfm) and applied to the whole Mediterranean
basin and subregional seas. Finally, a recent publication
(Blackford et al., 2004) has shown that the ERSEM
approach to pelagic biogeochemistry was able to adapt
to contrasting sites in the world ocean making it
appealing for applications in the global ocean.

In this paper we present the pde formulation of
pelagic biogeochemistry in a general framework. As
recently stated by Anderson (2005), the continued
articulation of details in ecosystem models needs to be
pursued with due care and attention to the formula-
tions employed, and therefore a common unified
formalism is necessary. Our aim is to generalize the
biogeochemical concepts developed in ERSEM be-
yond their original implementation in coastal ecosys-
tems. We do that elucidating the basic constituents and
introducing a clear definition of the ecosystem state
variables that may be further generalized to include
more processes if needed. Particularly, our equations
are different from ERSEM for the addition of
important biogeochemical constituents such as iron
and chlorophyll which are relevant for global ocean
biogeochemistry.

We propose a new nomenclature and formalism
which highlight the general concepts behind the biomass
approach to marine biogeochemistry. We also formalize
the definition and grouping of model state variables and
interactions, which helps to understand the basic model
hypotheses and assumptions. A companion paper (Vichi
et al., 2006-this issue) presents the numerical imple-
mentation of this revised model to the global ocean
ecosystem with a direct coupling to a general circulation
model, and a comparison with the distribution and
seasonal variability of bulk properties (nutrients and
satellite chlorophyll) and the different phytoplankton
groups.

The paper is organized as follows. In Section 2 we
give an overview of the theoretical approach and the
basic equations describing the pelagic biogeochemical
processes. In Section 3 we illustrate the basic formalism
and nomenclature used throughout the paper. Section 4
presents the physical parameters that affect pelagic
biogeochemistry. In Section 5 the biogeochemical
equations are written in all details for the pelagic state
variables and Section 6 offers a discussion.

2. Towards a generic formalism for pelagic
biogeochemistry

The ERSEM view of the marine ecosystem was
based upon the recognition that the major ecological
functions of producers, decomposers and consumers and
their specific trophic interactions can be expressed in
terms of material flows of basic elements (C, N, P, etc.).
The concentration and characteristics of organic and
inorganic compounds in the water were thus seen under
a stoichiometrical perspective as the final result of the
direct uptake and release by producers, decomposers,
heterotrophic consumers of these constituents. The
central role was thus not played by single species but
by the total biomass of a collection of species sharing
the same functional behavior.

This functional approach is rewritten here with a new
formalism which is based on the definition of Chemical
Functional Families (CFF) and Living Functional
Groups (LFG). The core components of the formalism
are the CFFs (Fig. 1) which are theoretical constructs
that are useful to describe the way materials are
exchanged in marine biogeochemistry. CFFs can be
sometimes identified as specific compounds such as
dissolved inorganic nutrients, but in most of the cases
are defined as the inventory of a certain biogeochemical
element contained in more complex living and non-
living components of marine biogeochemical cycles. A
typical example is the total C content in phytoplankton
or bacteria and N content in dissolved or particulate
organic matter. CFFs can be described in terms of
concentrations and the choice of CFFs as the basic state
variables is natural since they are measurable quantities
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Fig. 1. Scheme of the various types of Chemical Functional Families (CFF) expressed in terms of basic biogeochemical elements. Hydrogen is not
considered a basic constituent in the model but is indicated for completeness of the chemical compound formulations. Living organic CFFs are the
basis for the modelling of Living Functional Groups (LFGs).
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in the limits of laboratory or in situ experiments. CFFs
are divided in inorganic, non-living organic and living
organic compounds (Fig. 1) and they are measured in
equivalents of major chemical elements (C, N, P, Si, O,
Fe) or in molecular weight units as in the case of
chlorophyll. Their type and number cannot be fixed a
priori and it is mostly linked to the degree of knowledge
of the relevant biogeochemical processes.

The concept of LFG is more familiar, and has been
frequently used in marine and terrestrial ecosystem
modelling (Baretta and Ruardij, 1988; Smith et al.,
1997; Le Quéré et al., 2005). Producers, consumers and
decomposers are broad LFGs, and several criteria can be
defined for further distinguishing assemblages of organ-
isms that have an explicit biogeochemical role in marine
ecosystems (Le Quéré et al., 2005). In the pelagic domain,
the term LFG is equivalent to Plankton Functional Type
(PFT Le Quéré et al., 2005; Anderson, 2005). However,
aiming at a more generalized approach, LFG is preferable
because it allows to include other functional groups which
are not planktonic, such as benthic organisms or any
possible biomass-based representation of fish.

Members of one LFG are represented by the pro-
totype of a standard organism as in Fig. 2 (modified after
Blackford and Radford, 1995). As well as CFFs, also the
standard organism is a theoretical construct, which
should not be identified with the real organism. The
standard organism is thus the model of the LFGs, whose
total biomass is composed of living CFFs and interacts
with other (living and non-living) CFFs by means of
universal physiological and ecological processes such as
photosynthesis, excretion, grazing, etc. The paramete-
rization of the physiological and trophic dynamics
considered are generally limited to interactions at the
membrane level, which also implies neglecting the
details of ingestion mechanisms in metazoans. It is
important to notice that this approach does not exclude
the further implementation ofmore detailed formulations



Fig. 2. Scheme of the standard organism, which is the prototype of any
Living Functional Group (LFG), and the physiological/trophic
relationships among the Chemical Functional Families and major
environmental forcings. The standard organism is a theoretical
representation of the real organisms and can describe both an
autotroph, a heterotroph or a mixotroph, depending on the choice of
the (internal) living CFFs and the process equations that link them.
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which mechanistically resolve the intracellular transport
of nutrients and carbon (e.g. Flynn, 2001) or paramete-
rizations of the feeding behavior of zooplankton.
Table 1
List of the Chemical Functional Family state variables (CFF, for a total of 44 p
publications

Variable Type Components # of CFFs Description

N(1) IO P 1 Phosphate (mmol
N(3) IO N 1 Nitrate (mmol N m
N(4) IO N 1 Ammonium (mmo
N(5) IO Si 1 Silicate (mmol Si
N(6) IO R 1 Reduction equival
N(7) IO Fe 1 Dissolved iron (μm
O(2) IO O 1 Dissolved oxygen
O(3) IO C 1 Carbon dioxide (m
Pi
(1) LO C N P Si Fe Chl 6 Diatoms (mg C m−

μmol Fe m−3 and
Pi
(2) LO C N P Fe Chl 5 Flagellates (")

Pi
(3) LO C N P Fe Chl 5 Picophytoplankton

Bi LO C N P 3 Pelagic bacteria ("

Zi
(4) LO C N P 3 Omnivorous meso

Zi
(5) LO C N P 3 Microzooplankton

Zi
(6) LO C N P 3 Heterotrophic Flag

Ri
(1) NO C N P 3 Dissolved organic

Ri
(6) NO C N P Si Fe 5 Particulate organic

Type legend: IO = Inorganic; LO = Living organic; NO = Non-living organic.

Pi
(1)≡ (Pc

(1); Pn
(1); Pp

(1); Ps
(1); Pl

(1); Pf
(1)).
The mathematical relationships between the CFFs
(i.e. the LFG's internal content of C, N, P, etc., Fig. 2)
and the LFG functionalities are defined following the
stoichiometrical requirements of basic elements. These
requirements can be both dynamically varying between
given maximum and minimum values of element ratios
or constant. This makes the definition of LFGs very
general and can be also applied, for instance, to other
existing biogeochemical models which use one single
nutrient as currency. If it is assumed that the standard
organism has fixed stoichiometry (e.g., Redfield ratios
in phytoplankton), then the dynamics of the LFG can
be formulated with one single CFF, and the time rate of
change of the others are derived from the constant
ratios.

Starting from the theoretical assumption that the eco-
system can be basically described by concentrations of
CFFs in living and non-living components, we can write
the conservation equation for an infinitesimal volume of
fluid. Here we make again the continuum hypothesis
(Batchelor, 1967), i.e., if Ci indicates a given CFF
concentration, the values of Ci is a continuous function
of space and time. The basic equation in a fluid is thus:

ACi

At
¼ −jYdYF; ð1Þ

where FY is a generalized flux of Ci through and within
the basic infinitesimal element of mass of the fluid. This
rognostic equations) for the pelagic model and references to the original

Reference

P m−3) Baretta et al., 1995
−3) “
l N m−3) “
m−3) “
ents, HS− (mmol S m−3) Vichi et al., 2004
ol Fe m−3) this work
(mmol O2 m

−3) Baretta et al., 1995
g C m−3) –
3, mmol N–P–Si m−3,
mg Chl-a m−3)

Varela et al., 1995; Ebenhöh et al., 1997;
Baretta-Bekker et al., 1997; this work
“

(") “
) Baretta-Bekker et al., 1995;

Baretta-Bekker et al., 1997
zooplankton (") Broekhuizen et al., 1995; this work
(") Baretta-Bekker et al., 1995, 1997;

this work
ellates (") “
detritus (") Baretta et al., 1995; Vichi et al., 2003a
detritus (") “

The subscript i indicates the basic components (if any) of the CFF, e.g.
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flux can be further separated in a physical part and a
biological reaction term

ACi

At
¼ −jYdF

Y
phys−j

Y
dF
Y

bio: ð2Þ

The second term on the right hand side of Eq. (2)
cannot be measured directly and therefore we
assume that it can be approximated in the following
way:

j
Y

dF
Y

bio ¼ −wB
ACi

Az
þ ACi

At

�����
bio

: ð3Þ

Both terms in Eq. (4) represent the biogeoche-
mical divergence flux and parameterize the sin-
king of biological particulate matter and the local
time rate of change due to biogeochemical trans-
formation processes. The sinking velocity wB is intro-
duced for those state variables that have a distinc-
tive vertical velocity with respect to fluid vertical
velocity.
Fig. 3. Scheme of the state variables and pelagic interactions of the biogeochem
indicated with bold-line square boxes, non-living organic CFFs with thin-line
Blackford and Radford, 1995).
This approximation brings us to the well-known form
of an advection–diffusion-reaction equation in a moving
ocean:

ACi

At
¼ −jdðuCiÞ þjH dðAHjHCiÞ þ A

Az
AV

ACi

Az

−wB
ACi

Az
þ ACi

At

����
bio

ð4Þ

where u≡ (u, v, w) is the three-dimensional current
velocity and (AH, AV) are the turbulent diffusivity
coefficients.

The primitive form (4) is at the basis of biomass-
based ecosystem modelling in the ocean (e.g. Hofmann
and Lascara, 1998). Our model starts from these
assumptions trying to identify the most complete
formulation of the biological rate term in Eq. (3) for
the different CFF state variables listed in Table 1. We
write here the equations for this term building on the
ERSEM approach, somewhat following the original
notation (Blackford and Radford, 1995) but upgrading it
for the definition of state variables and rates of change.
As shown in Table 1, each LFG is mathematically
istry model. Living (organic) Chemical Functional Families (CFF) are
square boxes and inorganic CFFs with rounded boxes (modified after
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expressed by a multi-dimensional array that contains the
concentrations of the living CFF based upon the
biogeochemical elements. We use a superscript indicat-
ing the CFF for a specific living functional group and a
subscript for the basic constituent. For instance, diatoms
are LFG of producers and comprise 6 living CFFs
written as Pi

(1)≡ (Pc
(1), Pn

(1), Pp
(1), Ps

(1), Pf
(1), Pl

(1)) for the
C, N, P, Si, Fe and chlorophyll content; particulate
organic detritus is composed of 5 non-living CFFs as
Ri
(6)≡ (Rc

(6), Rn
(6), Rp

(6), Rs
(6), Rf

(6)).
The particular configuration of 44 CFF state

variables shown in Fig. 3 was chosen for testing in a
global ocean coupled physical–biogeochemical numer-
ical application named PELAGOS (PELAgic biogeo-
chemistry model for Global Ocean Simulations), which
is fully presented in the companion paper (Vichi et al.,
2006-this issue). The model resolves 3 different LFGs
for phytoplankton P(j), j=1, 2, 3 (diatoms, autotrophic
nanoflagellates and picophytoplankton), 3 for zooplank-
ton Z(j), j=4, 5, 6 (omnivorous mesozooplankton,
microzooplankton and heterotrophic nanoflagellates),
1 LFG for bacteria, 8 inorganic CFFs for nutrients and
gases (phosphate, nitrate, ammonium, silicate, dissolved
iron, reduction equivalents, oxygen, carbon dioxide)
and 8 organic non-living CFFs for dissolved and
particulate detritus (cf. Table 1 and Fig. 3). The state
variable nitrate is assumed here to be the sum of both
nitrate and nitrite. Reduction equivalents represent all
the reduced ions produced under anaerobic conditions.
This variable was originally used only in the benthic
nutrient regeneration module of ERSEM (Ruardij and
Van Raaphorst, 1995) but was extended to the water
column in Vichi et al. (2004).

With this kind of approach, all the nutrient:carbon
ratios in chemical organic and living functional groups
are allowed to vary within their given ranges and each
component has a distinct biological time rate of change.
This kind of parameterizations are meant to mimic the
adaptation of organisms to the diverse availability of
nutrients and light observed in the world ocean, and also
allow to recycle organic matter along the water column
depending on the actual nutrient content (Baretta et al.,
1995; Vichi et al., 2003b; Polimene et al., in press).

3. The basic formalism of the biological rate term

Each state variable interacts with the others through
the universal physiological and ecological processes
depicted in Fig. 3, which are mostly derived from the
original ERSEM scheme (Baretta et al., 1995). The
biological reaction term in Eq. (4) is generally written in
ecological modelling as an ordinary differential equation
holding the primitive biogeochemical processes on the
right hand side. For a generic phytoplankton state varia-
bles P, for instance, the biological term is indicated as:

dP
dt

¼ Uptake−Exudation−Lysis−Respiration−Grazing

On the other hand, for a generic Z state variable of
mesozooplankton, the reaction term is composed of the
following processes:

dZ
dt

¼ Ingestion−Egestion−Respiration−Predation

A generic B state variable for bacteria has a reaction
term written as:

dB
dt

¼ Uptake−Remineralization−Respiration−Predation

The terms for the inorganic and organic components
are eventually derived from the relations above using
conservation principles. This kind of notation is used in
the scientific literature and is meant to emphasize the
zero-dimensional biological interactions shown in Fig.
3. However, it can hardly be generalized in mathemat-
ical terms and at any spatial scale and therefore a pde
form is preferable. We use here two different interpre-
tation levels: (1) rates of change form; and (2) explicit
functional form. In “rates of change form”, the
biogeochemical reaction term in (4) for the CFF state
variable C is written as:

AC
At

����
bio

¼
X
i¼1;n

X
j¼1;m

AC
At

����
ej

Vi

; ð5Þ

where the right hand side contains the terms represent-
ing significant processes for each living or non-living
CFF. The superscripts ej are the abbreviations indicating
the process which determines the variation. In Table 2
we report the acronyms of the processes used in the
superscripts. The subscripts Vi is the CFF state variable
involved in the process. If V=C, we refer to intra-group
interactions such as cannibalism.

When a term is present as a source in one equation
and as a sink in another, we refer to it following this
equivalent notation:

AC
At

����
e

V

¼ −
AV
At

����
e

C

: ð6Þ

In “functional process form”, the formulation of the
dynamic dependencies on other variables is made explicit,
i.e.: all the rates of change in Eq. (5) are given in the
complete functional parameterization. Although this is the
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Table 2
List of all the abbreviations used to indicate the physiological and
ecological processes in Eq. (5)

Abbreviation Comment

gpp Gross primary production
rsp Respiration
prd Predation
rel Biological release: egestion, excretion
exu Exudation
lys Lysis
syn Biochemical synthesis
nit/denit Nitrification, denitrification
scv Scavenging
rmn Biochemical remineralization
upt Uptake
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more complete mathematical form, it is more difficult to
read and interpret at a glance, especially when trying to
distinguish which processes affect which variable dynam-
ics. Thus, in our description, we will write the equations
both in rate of change and in functional process forms.

4. The environmental parameters affecting
biological rates

Before starting with the model equations in their full
formwe describe the dependencies of the biogeochemical
processes from the physical environment. In Eq. (4) the
coupling between physics and biogeochemistry is realized
explicitly through the advecting velocity field and the
diffusion coefficients. There is another implicit coupling
which affects the biological reaction term through surface
irradiance and temperature that are also provided by the
physical model. Temperature regulates several physio-
logical processes in the model and its effect, denoted by
f T, is parameterized in this non-dimensional form

f T ¼ Q
T−10
10
10 ð7Þ

where the Q10 coefficient is different for each functional
process considered (see Appendix).

Light is fundamental for primary producers and the
energy source for photosynthesis is the underwater
transmitted amount of the incident solar radiation at the
sea surface. We assume that the Photosynthetic
Available Radiation (PAR) EPAR (the notation of
Sakshaug et al., 1997, is used here) is parameterized
according to the Lambert–Beer formulation with depth-
dependent extinction coefficients

EPARðzÞ ¼ ePARQSe
kwzþ

R 0

z
kbioðz VÞdz V ð8Þ

The short-wave surface irradiance flux QS is obtained
generally from an atmospheric radiative transfer model
and is converted fromWm−2 to the units of μE m−2 s−1

with the constant factor 1/0.215 (Reinart et al., 1998).
εPAR is the coefficient determining the portion of PAR in
QS. Light propagation takes into account the extinction
due to suspended particles, λbio, and λw as the
background extinction of water. The biological extinc-
tion is written as

kbio ¼
X3
j¼1

cPðjÞP
ðjÞ
l þ cRð6ÞRð6Þ

c ð9Þ

where the extinctions due to the concentration of
phytoplankton chlorophyll and particulate detritus are
considered. Extinction due to dissolved substances and
inorganic suspended matter is currently not considered
for global ocean applications. The c constants are the
specific absorption coefficients of each suspended
substance (see Appendix).

5. The biogeochemical equations

In this section we write the reaction terms for the 44
state variables both in the rates of change and in the
explicit functional forms. We group them into the
classical ERSEM subdivision of LFGs (phytoplankton,
zooplankton and bacteria) and we add the equations for
all the CFFs.

5.1. Phytoplankton

The dispute about the number of phytoplankton
functional groups to be represented in ecosystem models
is still open, but there is some consensus on about 5
distinct types (Le Quéré et al., 2005): siliceous and
calcareous autotrophs, autotrophic nanoflagellates
(chlorophytes), cyanobacteria and picophytoplankton.
The original ERSEM II structure already comprised
some of these groups (Baretta-Bekker et al., 1997). In
this formulation we decided to leave out large
dinoflagellates because they are assumed to be of
limited importance in open ocean waters. There are
three functional subgroups (Table 1 and Fig. 3): diatoms,
autotrophic nanoflagellates, and picophytoplankton.
Diatoms (Pi

(1) in the model) have an Equivalent
Spherical Diameter (ESD) of 20–200 μm, preyed upon
by adult mesozooplankton (>200 μm, Zi

(4)) and partially
by microzooplankton of larger dimensions (20–200 μm,
Zi
(5)). They are the main source of biogenic silica in the

model and differ from the other groups because their
growth is limited by dissolved silicate. Flagellates Pi

(2),
ESD=2–20 μm (nanoplankton), are mainly preyed by
microzooplankton. Picophytoplankton Pi

(3) has a
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nominal ESD of 0.2–2 μm. In a global ocean context,
our picophytoplankton represents procaryotic organism
generally indicated as non-diazotrophic autotrophic
bacteria such as Prochlorococcus and Synechococcus,
but can also include eucaryotic species (Worden et al.,
2004). Picophytoplankton have an important ecological
role because they are the main sources of carbon
together with bacteria for heterotrophic nanoflagellates.

The processes parameterized in the biological source
term of Eq. (4) are gross primary production (gpp),
respiration (rsp), exudation (exu), cell lysis (lys),
nutrient uptake (upt), predation (prd) and biochemical
synthesis (syn). All the phytoplankton groups share the
same form of primitive equations, but are differentiated
in terms of the values of the physiological parameters
(see Appendix for a table of the values). There are 6
living CFFs that describes the constituents of phyto-
plankton (C, N, P, Si, Fe and Chl) and thus for each
group we have 5 or 6 equations:

APc

At

����
bio

¼ APc

At

����
gpp

Oð3Þ
−
APc

At

����
exu

Rð1Þ
c

−
APc

At

����
rsp

Oð3Þ
−
X
j¼1;6

APc

At

����
lys

RðjÞ
c

−
X

k¼4;5;6

APc

At

����
prd

ZðkÞ
c

ð10Þ

APn

At

����
bio

¼
X
i¼3;4

APn

At

����
upt

N ðiÞ
−
X
j¼1;6

APn

At

����
lys

RðjÞ
n

−
Pn

Pc

X
k¼4;5;6

APc

At

����
prd

ZðkÞ
c

ð11Þ

APp

At

����
bio

¼ APp

At

����
upt

N ð1Þ
−
X
j¼1;6

APp

At

����
lys

RðiÞ
p

−
Pp

Pc

X
k¼4;5;6

APc

At

����
prd

ZðkÞ
c

ð12Þ

APs

At

����
bio

¼ APs

At

����
upt

N ð5Þ
−
APs

At

����
lys

Rð6Þ
s

−
Ps

Pc

X
k¼4;5;6

APc

At

����
prd

ZðkÞ
c

ð13Þ

if Ps=Ps
(1), otherwise APs

At jbio ¼ 0

APl

At

����
bio

¼ APl

At

����
syn

−
Pl

Pc

X
j

APc

At

����
prd

ZðjÞ
c

ð14Þ

APf

At

����
bio

¼ APf

At

����
upt

N ð7Þ
−
APf

At

����
lys

Rð6Þ
f

−
Pf

Pc

X
k¼4;5;6

APc

At

����
prd

ZðkÞ
c

ð15Þ

Most of the terms in Eqs. (10)–(13) have already
been described in ERSEM II (Baretta-Bekker et al.,
1997). Eqs. (14) and (15) are new instead, and will be
explained in details below. The predation terms are
described in Section 5.2 when discussing zooplankton
dynamics since they are conversion terms in the
notation (6).

5.1.1. Carbon and nutrient dynamics
Gross primary production in Eq. (10) is the rate of

change of phytoplankton carbon Pc due to photosyn-
thesis that involves an uptake of dissolved carbon
dioxide O(3). This term is written as:

APc

At

����
gpp

Oð3Þ
¼ f TP f EP f

f
P f

s
Pr

0
PPc; ð16Þ

where rP
0 is the maximum specific photosynthetic rate

under nutrient-replete, light-saturated conditions, and
the f functions are multiplicative, non-dimensional regu-
lating factors for temperature, light, iron and silicate,
respectively.

This functional form comes from the original
ERSEM parameterization of photosynthesis (Baretta-
Bekker et al., 1997; Ebenhöh et al., 1997; Vichi, 2002)
and has been modified here according to the notation
suggested in Sakshaug et al. (1997). The non-dimen-
sional light regulating factor is rewritten from the Webb
et al. (1974) or Platt et al. (1980) formulation (without
considering photoinhibition) as:

f EP ¼ 1−exp −
EPAR

EK

� �
ð17Þ

where EPAR is the available light and EK the light
saturation parameter, which corresponds to the variable
Iopt in the original ERSEM formulation (Ebenhöh et al.,
1997). According to the Sakshaug et al. (1997)
notation, Ek is the ratio between the maximum chl-
specific photosynthetic rate and the maximum light
utilization coefficient, Ek=Pm⁎ /α⁎ (the ⁎ superscript
indicates an instantaneous value). Based on the recent
work by Behrenfeld et al. (2004), we assume that

P⁎m ¼ f TP f fP f
s
Pr

0
PPc=Pl

and

α⁎ ¼ f TP f fP f
s
Pα

0
chl;

where αchl
0 is the maximum slope of the production–

irradiance curve at optimal conditions. This parameter-
ization implies that variations due to environmental
factors other than light acclimation in the parameters of
the production–irradiance curve are correlated (i.e. Ek-
independent, according to Behrenfeld et al., 2004). The
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non-dimensional regulating factor for light (17) takes
thus the form:

f EP ¼ 1−exp −
a0chlEPARPl

r0PPc

� �
: ð18Þ

Temperature dependence f P
T in Eq. (16) takes the

form written in Eq. (7), silicate regulation is parameter-
ized as an external limiting factor with a Michaelis–
Menten form f s ¼ N ð5Þ

N ð5Þþhs
( f s=1 for the groups other

than diatoms), and iron limitation f f is described below
in Section 5.1.3. All the nutrient regulating factors f
apart from temperature have non-dimensional values
between 0 and 1.

The activity exudation rate in Eq. (10) is written as:

APc

At

����
exu

Rð1Þ
c

¼ ½bP þ ð1−bPÞð1−f n;pP Þ�APc

At

����
gpp

Oð3Þ
ð19Þ

and is composed of a constant fraction of carbon uptake
(βP) and a nutrient-related complementary fraction,
which is controlled by the internal nutrient ratios
according to the following Liebig-like regulating factor
(always constrained between 0 and 1):

f n;pP ¼ min
Pn=Pc−nmin

P

noptP −nmin
P

;
Pp=Pc−pmin

P

poptP −pmin
P

 !
ð20Þ

The optimal (Redfield-like) and minimum nutrient
quota are indicated as nP

opt, nP
min for nitrogen and pP

opt,
pP
min for phosphorus, respectively. Respiration is written

as:

APc

At

����
rsp

Oð3Þ
¼ f T bPPc þ gP

APc

At

����
gpp

Oð3Þ
−
APc

At

����
exu

Rð1Þ
c

( )
ð21Þ

and is composed of a temperature-regulated meta-
bolic part (with constant specific rate bP) and a
fraction γP of the assimilated production. The lysis
products are a function of the intracellular nutrient-
stress, and are partitioned into particulate and
dissolved detritus according to a variable fraction
en;pP ¼ min 1; pmin

P
Pp=Pc

;
nmin
P

Pn=Pc

� �
, which forces the release to

be particulate when nutrients are at the minimum value.
The total carbon release through lysis is written as:

X
j¼1;6

APc

At

����
lys

RðjÞ
c

¼ 1
f p;nP þ hp;nP

d 0
PPc ð22Þ
The uptake of nutrients is regulated by a Droop
kinetic as detailed in Baretta-Bekker et al. (1997) and
Vichi (2002):

X
i¼3;4

APn

At

����
upt

N ðiÞ
¼ min

�
ða3PN ð3Þþa4pN

ð4ÞÞPc; n
opt
P GP

þ f TP r0P nmax
P −

Pn

Pc

� �
Pc

�
ð23Þ

APp

At

����
upt

N ð1Þ
¼min a1PN

ð1ÞPc; p
opt
P GPþ f TP r0P pmax

P −
Pp

Pc

� �
Pc

� �
ð24Þ

where GP is the net production, the algebraic sum of the
first 4 terms on the right hand side of Eq. (10) and the a
constants are the membrane affinity for nitrate, ammo-
nium and phosphate (see Appendix). If the nitrogen
uptake rate (23) is positive, then the partitioning
between N(3) and N(4) uptake is done using the ratios

a3PN
ð3Þ

a3PN
ð3Þ þ a4PN

ð4Þ

and

a4PN
ð4Þ

a3PN
ð3Þ þ a4PN

ð4Þ ;

respectively.
The lysis process affects phytoplankton nutrient

content proportionally to the total carbon loss in Eq.
(22) with the exception that the particulate fraction
has always the minimum allowed N:C or P:C ratios.
For phosphorus in phytoplankton, the equations are:

APp

At

����
lys

Rð6Þ
p

¼ pmin
P

APc

At

����
lys

Rð6Þ
c

ð25Þ

APp

At

����
lys

Rð1Þ
p

¼ Pp

Pc

X
j¼1;6

APc

At

����
lys

RðjÞ
c

−
APp

At

����
lys

Rð6Þ
p

ð26Þ

The equations for N can be derived likewise.
For the silicate dynamics (13) there is no storage in

the cytoplasm (but only in the exostructure) and silicate
is released only in particulate form proportionally to the
carbon lysis:

APð1Þ
s

At

����
upt

N ð5Þ
¼ smax

Pð1ÞGPð1Þ ð27Þ
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APð1Þ
s

At

����
lys

Rð6Þ
s

¼ Pð1Þ
s

Pð1Þ
c

APð1Þ
c

At

����
lys

Rð6Þ
c

: ð28Þ

5.1.2. Chlorophyll dynamics
The chl equation written in Eq. (14) is composed of

two terms. The first one is chlorophyll synthesis, which
is mostly derived from Geider et al. (1996, 1997) with
some adaptations to the ERSEM features, and the
second one represents the losses due to grazing.

Net chl synthesis is a complicated function of
acclimation to light conditions, nutrient availability
(mainly N and Fe) and turnover rate. The former process
is taken into account by Geider's parameterization, while
the latter is generally parameterized with different
formulations, for instance by assuming a dependence
on gross carbon uptake (Geider et al., 1997; Blackford et
al., 2004) and/or on nitrogen assimilation (Geider et al.,
1998; Flynn et al., 2001). To integrate these processes
into the ERSEM formulation, it is assumed that nutrient-
stressed cells that release substantial amount of DOC
tend to regulate their internal chl:C ratio as well,
therefore we write net synthesis as a direct function of
net carbon assimilation:

APl

At

����
syn

¼qchl
APc

At

����
gpp

Oð3Þ
−
APc

At

����
exu

RðiÞ
c

−
APc

At

����
rsp

Oð3Þ
−
APc

At

����
lys

RðiÞ
c

 !
:

ð29Þ

This rate is primarily controlled by the dynamical
chl:C ratio ρchl proposed by Geider et al. (1997) which
regulates the amount of chl in the cell according to a
non-dimensional ratio between the realized photosyn-
thetic rate in Eq. (16) and the maximum potential
photosynthesis:

qchl ¼ h0chl

APc
At jgppOð3Þ

a*EPARPl
ð30Þ

and multiplying by a maximum potential chl:C ratio
θchl
0 different for each phytoplankton functional group

(see Appendix).
According to the notation shown in the previous

section, the original Geider's formulation is rewritten
after some algebra as:

qchl ¼ h0chl
f EP r

0
PPc

a0chlEPARPl
ð31Þ

The ratio is down-regulated when the rate of light
absorption (governed by the quantum efficiency and the
amount of pigments themselves) exceeds the rate of
utilization of photons for carbon fixation, as explained
in detail in Geider et al. (1996).

The losses of chl are not explicitly taken into account
in the model because we have currently not implemen-
ted a chl component in detritus and dissolved organic
matter. The same consideration applies to the ingested
chl fraction in zooplankton. All these terms are presently
collected into a generic sink term that is used for mass
conservation purposes, but can be easily split into its
major components once it is seen necessary to follow the
degradation products of chl (e.g. phaeopigments) in a
global context.

5.1.3. Iron dynamics
It is currently recognized that iron in the ocean is a

crucial regulator of the productive phase of marine
phytoplankton. In the past 15 years, the “iron
hypothesis” (Martin et al., 1991) has been verified by
means of open ocean iron fertilization experiments
(Martin et al., 1994; Boyd et al., 2000) and experimen-
tal studies of iron chemistry and bioavailability (Coale
et al., 1996; Sunda and Huntsman, 1997; Price, 2005). It
is however still unclear how much of the actual carbon
export depends on the iron availability and which
mechanisms control the supply of iron to the euphotic
zones from the major geochemical sources (Johnson et
al., 1997; Fung et al., 2000). Iron is included in the
model (Fig. 3 and Table 1) as an inorganic CFF
representing dissolved form N(7), as a living organic
CFF of phytoplankton and a non-living organic CFF for
particulate detritus (units are μmol m−3). Iron in the
water is thought to be almost entirely bound in complex
molecules by means of organic ligands (Johnson et al.,
1997) and the concentration of dissolved inorganic iron
[Fe′] has a very small solubility limit (∼0.75 nM at
20 °C and pH=8.1–8.2) over which hydroxides are
formed and adsorbed onto sinking particles. Recent
studies (Kraemer, 2004) have shown that bacteria
produce molecules called siderophores to which
dissolved Fe(III) binds. The photochemical reaction
helps to transform the iron complexes into a Fe(II)-
based form that enables other marine organisms to
acquire it. Since these processes are still being
investigated, the effect of iron ligands and bacterial
complexation is currently neglected. State variable N(7)

thus represents all the bioavailable iron [Fe′] but since
iron is considered an internal component of all the
functional groups, the model can be easily expanded to
introduce new important concepts.

Eq. (15) for iron in phytoplankton Pf contains a term
for the uptake of [Fe′], a loss term related to turnover/cell
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lysis and a predation term. In most models, it is assumed
that cellular Fe is in constant proportion with C.
However, by linearly interpolating culture data under
different [Fe′], Sunda and Huntsman (1997) found that
the Fe:C ratio needed for cell maintenance at zero growth
rate is close to 3 μmol Fe:mol C (∼330,000 mol C:mol
Fe) and phytoplankton linearly increase the intracellular
Fe:C ratio as a function of external [Fe′] for saturating
light conditions (Sunda and Huntsman, 1995, see their
Fig. 3). Therefore a value of 2–3 represents the minimum
internal ratio for cell survival, but it is not simple to find
one single constant value representative of the optimal
cellular requirement (Sunda, 1997). Ho et al. (2003)
derived an optimal value of 60 for the average
stoichiometry of the soft tissues of some marine
phytoplankton species cultivated in non–limiting
media ((C124)1000Fe7.5). Data from Sunda and Huntsman
(1995) show that saturation of growth rate is achieved
when the intracellular ratio is above 20, depending on
light conditions. The prescribed value of the optimal
ratio is ϕP

opt =6 μmol Fe:mol C, closer to the constant
ratios assumed by other authors in their models (Leonard
et al., 1999; Aumont et al., 2003). Similarly to N and P
content, intracellular Fe:C quota are allowed to vary
between a maximum and a minimum thresholds (ϕP

max

and ϕP
min, see values in Appendix), and the realized

quotum is used to derive a non-dimensional regulating
factor as in Eq. (20):

f fP ¼ Pf =Pc−/min
P

/opt
P −/min

P

ð32Þ

The allowed minimum ratio ϕP
min represents the

evolutive adaptation of each functional group at the
prevailing iron concentrations, and the optimal value
ϕP
opt indicates the cellular requirement for optimal

growth. Minimum values are smaller for picophyto-
plankton and higher for diatoms, according to observa-
tions and surface: volume ratio considerations (Strzepek
and Harrison, 2004; Timmermans et al., 2004, 2005).
This regulating factor modulates the actual photosyn-
thetic rate in Eq. (16) since there is a clear decrease in the
activity of PSUs due to insufficient cellular Fe (Sunda
and Huntsman, 1997).

The regulating factor inhibits carbon fixation, but
iron can still be uptaken in the cell, progressively
increasing the internal quotum. Iron uptake from
dissolved pools is computed according to Droop
kinetics by taking the minimum of two rates, a linear
function of the ambient concentration simulating the
membrane through-flow at low external Fe concentra-
tion, and the balancing flux according to the carbon
assimilation as in the case of N and P macronutrients
(Eqs. (23)–(24)):

APf

At

����
upt

N ð7Þ
¼ min

�
a7PN

ð7ÞPc;/
opt
P GP

þ f TP r0P /max
P −

Pf

Pc

� �
Pc

�
ð33Þ

Direct iron excretion from phytoplankton is still an
unknown biochemical pathway, therefore we assume
that the only physiological iron loss from phytoplankton
is linked to cell disruption, computed according to
carbon lysis and assuming that particulate material has
the minimum structural Fe:C ratio:

APf

At

����
lys

Rð6Þ
f

¼ /min
P

APc

At

����
lys

Rð6Þ
c

: ð34Þ
5.2. Zooplankton

The zooplankton LFGs in the model are: omnivorous
mesozooplankton Zi

(4), comprising any permanent
member of the zooplankton community which is
between 200 μm and 3 to 4 cm long as an adult;
microzooplankton Zi

(5), representing the biomass con-
centration of microzooplankton with a ESD in the range
20–200 μm, and heterotrophic nanoflagellates, state
variable Zi

(6), which are protozoa with dimensions
between 2 and 20 μm, mainly grazing upon picophy-
toplankton and bacteria. These latter groups also
embrace many mesozooplankton species that are
traditionally considered part of the microzooplankton
when in juveniles stages (Broekhuizen et al., 1995).

Zooplankton parameterization is derived fromBaretta-
Bekker et al. (1995) and Broekhuizen et al. (1995). Both
micro- and mesozooplankton groups also indulge in
“cannibalism”, preying on other members of their own
functional group. The zooplankton equations parameter-
ize the processes of growth due to ingestion and the loss
terms due to excretion/egestion, mortality, respiration and
predation due to other zooplankters. Each zooplankton
LFG comprises 3 CFFs for C, N and P content:

AZc
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����
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¼
X
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����
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−
X
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−
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−
X
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AZc
At

����
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ZðkÞ
c

ð35Þ
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We currently do not consider Si, Fe and chl as living
CFFs for zooplankton. This is a reasonable approxima-
tion for Si, because biogenic silica in the form of
frustiles is directly egested by zooplankters. Chl is a
negligible part of C and N in the total biomass of preys,
but the absence of internal Fe dynamics implies that the
iron content of ingested food does not affect zooplank-
ton net growth as instead occurs for N and P. In addition,
we neglect the explicit recycling pathways of Fe through
zooplankton activity (Schmidt et al., 1999) which are
instead parameterized implicitly as shown below in Eq.
(69).

The total amount of food available to zooplankton is
computed considering the set of possible preys
Xi∈{Pi

(j), Bi, Zi
(j)} as the vector Fi=∑XδZ,XeZ,XXi,

where δZ,X is the availability of prey Xi to predator Z
and eZ,X is the capture efficiency. The product of the
latter terms gives the total preference. There are many
definitions of preference in the literature, and we have
used concepts from Gentleman et al. (2003) and Gibson
et al. (2005) to combine together the parameterizations
described in Baretta-Bekker et al. (1995) for micro-
zooplankton and in Broekhuizen et al. (1995) for
mesozooplankton. Availability represents the quality
of the prey and is assumed to be mostly dependent on
the prey nominal dimensions (see Appendix). Capture
efficiency (or relative preference) is also a non-
dimensional factor which is set to 1 for mesozooplank-
ton and is density-dependent in microzooplankton,
eZ;X ¼ Xc

XcþlZ
, according to the threshold half-saturation

density μZ (μZ=0 for mesozooplankton).
The first term on the right hand side of Eq. (35) is the

total carbon ingestion, which corresponds to the sum of
all the predation loss terms in the carbon equations of
the other functional groups preyed by zooplankton.
Applying the inter-functional group conversion defined
in Eq. (6), the rate term for each predation processes is
parameterized with a Type 2 formulation (Gentleman et
al., 2003),

AZc
At

����
prd

Xc

¼ −
AXc

At

����
prd

Zc

¼ f TZ r0Z
dZ;X eZ;XXc

Fc

Fc

Fc þ hFZ
Zc ð38Þ

which is traditionally rewritten in terms of the specific
search volume in the case of mesozooplankton hFZ ¼ r0Z

mZ
,

because this parameter is generally available in the
literature. For brevity, in the zooplankton equations we
will use the following notation to indicate the total
ingestion rate in units of the chemical constituents:

Ii ¼
X
X

AZi
At

����
prd

Xi

i ¼ c; n; p: ð39Þ

Metabolic rates in zooplankton are assumed to be
closely coupled to growth, therefore total ingested carbon
is used part for net production, part for respiration and the
remainder is egested/excreted. The parameters that can be
measured in laboratory experiments are net growth
efficiency ηZ (the ratio between net secondary production
and the sum of net production and activity respiration) and
the egested portion of ingested material βZ (also taking
into account sloppy feeding). From the point of view of
stoichiometric ecology, we notice here that the ingestion
rate in Eq. (39) is not directly affected by prey quality in
our present formulation (Mitra and Flynn, 2005).
Nevertheless, the definition of constant optimal nutrient
quota in zooplankton (Baretta-Bekker et al., 1997),
equivalent to the Threshold Elemental Ratios of Andersen
et al. (2004, TER), implies that the ingestion of low-
quality (i.e. nutrient-poor) food lead to the disposal of the
ingested carbon in excess, thus effectively limiting
biomass growth.

On the other hand, an excess of nutrients, as for
instance due to the ingestion of phytoplankton under
“luxury uptake” conditions, leads to an increase of the
nutrient remineralization rates as shown below in Eqs.
(45) and (46). The release of extra C is parameterized as an
increase of the egestion rates of organic carbon com-
pounds or, in alternative, by increasing the respiration
rates. Both processes are well documented in freshwater
zooplankton (Frost et al., 2004; Anderson, 2005) and we
have decided to parameterize the increase of excretion
rates. The two pathways are equivalent from the point of
view of internal element regulation in zooplankton, but
the consequences of one choice or another on the
biogeochemical cycling of carbon are still to be
investigated both experimentally and in model studies.
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The carbon loss term in Eq. (35) thus represents the
sum of the activity excretion/egestion (higher for
mesozooplankton because of sloppy feeding), the
mortality rates and the nutrient-limited excretion of
organic carbon:

X
j¼1;6

AZc
At

����
rel

RðjÞ
c

¼ bZIc þ d0Z f
T
Z Zc þ ddnsZ ZgZ

c þ Qc
Z ð40Þ

The released fraction is further divided into
particulate (faecal pellets) and dissolved organic
forms using a constant percentage εZ

c (mesozooplank-
ton is assumed to have no dissolved products).
Mortality is parameterized as senescence with a first-
order constant rate dZ

0 and a grazing closure by higher
trophic levels not resolved in the model, which is a
power function of density valid only for mesozoo-
plankton (dZ

dns =0 for microzooplankton).
The balancing flow of C, QZ

c, is computed from the
actual elemental ratios of ingested material:

Ci
Z ¼ ð1−bZÞIc

gZIc
; i ¼ n; p ð41Þ

which are cross-compared with the optimal (constant)
TERs, nZ

opt and pZ
opt. If nitrogen is limiting (ΓZ

n<nZ
opt),

and/or phosphorus is limiting (ΓZ
p<pZ

opt), then

Qc
Z ¼ gZIc−

ð1−bZÞ
noptZ

In−
ð1−bZÞ
poptZ

Ip; ð42Þ

otherwise QZ
c =0.

Taking into account the activity excretion in Eq. (40)
and after some algebra, the total respiration rate can be
written as:

AZc
At

����
rsp

Oð3Þ
¼ ð1−bZÞð1−gZÞIc þ bZf

T
Z Zc ð43Þ

where the constant body-respiration rate bZ is also
considered.

The nutrient dynamics for zooplankton given in Eqs.
(36) and (37) are mainly derived from carbon dynamics
taking into account the nutrient content of the total food
uptake. The excretion/egestion rate of organic nutrients
is obtained from Eq. (40) as:
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¼ Zi
Zc

ðbZIc þ d0Z f
T
Z Zc þ ddnsZ ZgZ

c Þ;

i ¼ n; p ð44Þ
and is subsequently partitioned between particulate
and dissolved according to the non-dimensional
fraction εZ

i which parameterizes the different distribu-
tion of nutrients between structural parts and cyto-
plasm (see values in Appendix).

The third terms on the right hand side of Eqs. (36)
and (37) parameterize the zooplankton excretion of
inorganic nutrients, which occur only when the internal
nutrient quota exceed the optimal quota for P and N, pZ

opt

and nZ
opt, respectively. The following formulations allow

organisms to have temporary imbalance in their nutrient
content:
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At
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� �
Zn ð46Þ

and the time scales of excretion are controlled by the
specific constant rates νZ

p and νZ
n (see Appendix). The

excretion is in the form of phosphate and urea, but the
latter in the model is assumed to be as labile as the
ammonium, therefore the rate is directed to theN(4) pool.

5.3. Bacterioplankton

The equations for bacterioplankton are written in a
similar manner to the ones for P and Z living functional
groups. The bacteria LFG comprises 3 CFFs for the C, N
and P content, with 3 dynamical equations that have
been recently formulated by (Vichi et al., 2003b) and
extended to include denitrification and anaerobic
processes in Vichi et al. (2004). Bacteria are hetero-
trophs and their production rates depend directly on the
availability of organic substrate. The original ERSEM
papers did not include any prognostic variable for
dissolved organic matter (DOM), which was assumed to
be directly available to bacteria within the same day of
production. The CFFs representing organic matter are
divided into a particulate and a dissolved fraction
written in terms of C, N, P and Si content (the latter for
particulate only, cf. Table 1 and Section 5.4.3). As
shown in the previous sections, the nutrient content of
freshly-produced DOM and detritus is set by the other
LFGs according to their internal nutrient quota.

Bacterial physiological processes are the uptake of
organic substrate (upt) and the uptake or remineraliza-
tion of inorganic nutrients (upt, rel). They are currently
not assumed to release organic matter (e.g. capsular
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material), therefore their loss terms are limited to
respiration and predation:
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The realized total carbon uptake rate of organic
substrate in Eq. (47) is regulated by environmental
factors and substrate availability in a Liebig-like
formulation:
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where the first term between brackets is the bacterial
growth at a given temperature, rB

0 is the maximum
potential growth rate (see value in Appendix) and f B

n,p is
the non-dimensional regulating factor parameterizing
the internal nutritional status of bacteria:

f n;pB ¼ min
Bp=Bc

popt
;
Bn=Bc

nopt

� �
: ð51Þ

The second term is the availability of substrate,
parameterized by a regulating factor linked to the
“quality” of organic matter, i.e. the nutrient content,
which can be used as a proxy for the degree of lability
(Ogawa and Tanoue, 2003):

f n;p
RðjÞ ¼ min

RðjÞ
p =RðjÞ

c

popt
;
RðjÞ
p =RðjÞ

c

nopt

 !
j ¼ 1; 6 ð52Þ

The constant parameters νR(j) in Eq. (50) mark the
nominal degree of lability of detritus and DOM, which
is further modulated by their nutrient content.

Bacterial respiration is a measure of remineralization
activity, and is written to take into account chemotrophic
processes such as denitrification and sulphate reduction.
Respiration comprises basal and activity rates as:
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The potential bacterial growth efficiency ηB
controls the quota of carbon that is respired for
metabolic processes and this portion increases of a
quantity ηB

o as a steep sigmoidal function of the
ambient oxygen concentration

f oB ¼ ðOð2ÞÞ3
ðOð2ÞÞ3 þ ðhoBÞ3

ð54Þ

to parameterize the lower efficiency of anaerobic
metabolism (see Appendix for a list of parameter
values and description). Eqs. (53) and (54) are used
below to derive the bacterial oxygen demand and/or
the demand of other oxidized inorganic species such
as nitrate (Section 5.4.2) and sulphate.

Depending on their internal nutrient:carbon ratios,
bacteria can behave as remineralizers or as competitors
with phytoplankton, taking up inorganic nutrients
directly from the water. The optimal nutrient quota for
P and N, pB

opt and nB
opt, regulate the intensity of this

process:
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and the sign is controlled by the non-dimensional factors
f B
p and f B

n and by the specific constant rates νB
p and νB

n. In
the case of phosphorus, for instance, if Bp

Bc
−poptB > 0

(excretion of nutrients) the non-dimensional parameter
f B
p =−1, and if Bp

Bc
−poptB < 0 there is direct uptake from

the water as a function of the nutrient concentration in a
Michaelis–Menten form, f pB ¼ N ð1Þ

N ð1ÞþhpB
.

5.4. Chemical functional families

5.4.1. Oxygen, carbon dioxide and anoxic processes
The dynamics of dissolved oxygen and carbon

dioxide are important closures of global biogeochem-
ical cycles. We do not describe here the exchange of
gases at the air sea interface which is assumed to be a
purely physical process and has been thoroughly
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investigated elsewhere, especially for CO2 (Olsen et
al., 2005).

Anaerobic processes and denitrification dynamics are
a consequence of oxygen dynamics and are described
here for completeness, although they are of limited
impact in the well-oxygenated euphotic zones of the
open ocean. Nevertheless, these processes are important
for the sulfur cycle and for the fate of exported carbon in
the meso- and bathypelagic layers of the ocean where
bacteria are the major drivers of these processes. To
account for hypoxic and anoxic remineralization in the
water, the original ERSEM parameterization of anaer-
obic processes in the sediments proposed by Ruardij and
Van Raaphorst (1995) was extended to the pelagic
system by Vichi et al. (2004). The state variable
“reduction equivalents” N(6) (Table 1 and Fig. 3) is an
inorganic CFF state variable containing all the reduced
chemical species and assumed to be chemically
equivalent to the sulphide ion HS−. The basic
constituent is indicated with the letter R because this
variable account for all the reduced biochemical
products, although it should be mostly regarded as
sulphur S. Reduction equivalents are produced as a
result of bacterial anoxic respiration and are partly used
for the parameterization of denitrification processes and
partly for direct sulphide production. We refer to Vichi
et al. (2004) for major details on the parameterization
and for an application to the Baltic Sea.

The pelagic net production of oxygen is derived from
the sum of gross primary production and community
respiration rates from phytoplankton, zooplankton and
bacteria, also subtracting the losses due to pelagic
chemical reactions:
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All the rates are converted into oxygen units by
means of constant stoichiometric coefficients (see
Appendix). Since bacteria are active both under aerobic
and anaerobic conditions the bacterial oxygen demand
Eq. (53) is partitioned into oxygen consumption and
reduction equivalent production by using the oxygen
regulating factor f B

o in Eq. (54). The nitrification rate is
a source term of the nitrate Eq. (64), and a sink term for
ammonium (65) and oxygen (57). Nitrification is not
explicitly resolved but parameterized with a simple
first-order dependence on ammonium and oxygen
concentrations:
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Oð2Þ þ ho
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where ΛN4
nit is the constant specific nitrification rate and

f T a temperature regulating factor with the Q10

formulation shown in Eq. (7).
The formation of reduction equivalents is parame-

terized converting the biological oxygen demand of
bacteria (under low oxygen conditions) into sulphide
ions by using the stoichiometric coefficient Ωo

r (see
Appendix) as:
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The utilization of nitrate as an electron acceptor in
microbial metabolic reactions is parameterized in an
indirect way. Firstly, when the oxygen level falls
below the threshold level and f B1

o <1 (Eq. (54)), the
metabolic formation of reduction equivalents begins
according to the carbon mineralization rate (53). The
denitrification reaction is favored with respect to the
pure anaerobic sulpho-reduction, therefore a portion of
this oxygen demand is redirected towards the
denitrification process. In order to achieve this net
effect, the changes in the redox conditions enhance the
denitrification flux in the following way:

AN ð3Þ

At
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denit

¼ Kdenit
N ð3Þ
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cð1−f oB Þ

ABc

At
jrsp
Oð3Þ

" #
N ð3Þ:

ð60Þ

where ΛN(3)
denit is the specific denitrification rate at a

reference anoxic mineralization M∗
o (see Appendix

for a list of parameter values). If nitrate is still present
in the water, the bacterial rate of production of
reduction equivalents N(6) is converted to nitrate
consumption, mimicking the bacteria-mediated deni-
trification reactions. Note that this chemical rate does
not lead to a direct production of gaseous N2 in the
water, because this variable is not currently defined in
the model.
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Furthermore, as long as there is some oxygen left,
reduction equivalents are also quickly reoxidized at the
following rate:

AN ð6Þ

At
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reox

sinkr

¼ Kreox
N ð6Þ f TN ð6Þ

Oð2Þ

Oð2Þ þ ho
N ð6Þ

N ð6Þ ð61Þ

where ΛN(6)
reox is the (constant) specific daily reoxidation

rate, f N(6)
T is the temperature regulating factor given in

Eq. (7) and hN(6)
o is the half-saturation concentration (see

Appendix). When oxygen and nitrate are completely
depleted the last two terms in Eq. (59) become zero and
the process turns to a strict anaerobic formation of
sulphide ions coupled to the availability of the organic
substrate.

In the current implementation of the model there
is no explicit resolution of all the carbon dioxide
dynamics, because CO2 is assumed to be infinitely
available in the waters and only the biological
interactions are resolved. The aquatic chemistry of
CO2 and carbonates is a further extension to the
original ERSEM formulation previously published in
Blackford and Burkill (2002), and the theory of its
chemical reactions is well understood (Zeebe and
Wolf-Gladrow, 2001). Carbonate dynamics and
surface exchange processes are currently being
included in PELAGOS, particularly taking into
account the works done in the Ocean Carbon
Model Intercomparison Project (Doney et al., 2004).
The biological production and consumption of CO2

presently considered in the model can be easily
derived by collecting the first 4 terms on the right
hand side of Eq. (57) without considering the
stoichiometric factor Ωc

o and taking the total bacterial
respiration as
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5.4.2. Dissolved inorganic nutrients
The pelagic cycles of dissolved inorganic nutrients

are an essential component of any biogeochemical
model of the marine ecosystem. Five inorganic CFFs for
dissolved compounds are considered here (Fig. 3)):
phosphate, nitrate (nitrate+nitrite), ammonium, silicate
and bioavailable iron with the following equations
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Most of the rates in the equations above have already
been described in previous sections and will be briefly
recalled here.

The pelagic cycle of phosphate N(1) in Eq. (63) is
affected by phytoplankton uptake (23), bacterial
uptake/release (55) and excretion from zooplankton
groups (45).

The pelagic processes for nitrate N(3) shown in (64),
involve phytoplankton uptake described in Eq. (11) and
the nitrification and denitrification process parameter-
izations described in Eqs. (58) and (60), respectively.

Ammonium (Eq. (65)) is consumed by phytoplank-
ton as described in Eq. (23) and remineralized (or
utilized) by bacteria according to the quality of the
substrate and their internal content of nitrogen according
to Eq. (56). Zooplankton participates to the ammonium
dynamics through the excretion of urea, which is
assumed to be directly available in the form of ammo-
nium, as shown in Eq. (46).

The pelagic cycle of silicate is quite simple in the
model because of the many uncertainties linked to the
complex dynamics of this element in the water. Silicate
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concentration was originally only affected by diatom
uptake (27), but a simple first-order reaction parame-
terizing bacterial dissolution (e.g. Bidle and Azam,
2001) have been introduced accounting for the disso-
lution of silicate frustules as:
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¼ Krmn

s f TRð6ÞRð6Þ
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where Λs
rmn is the constant specific dissolution rate and

f R(6)
T is the temperature regulating factor as in Eq. (7),

mimicking bacterial activity enhancement at higher
temperatures.

Iron is made available in dissolved form through
remineralization of biogenic particles produced by
phytoplankton and zooplankton. As described in
Section 5.1.3, the biochemical pathways of the reminer-
alization process are not completely clear and involve
both syderophores and photochemical reactions. Since
all these processes are primarily bacterial-mediated, it is
preliminary assumed that dissolved Fe is released from
detritus according to a first-order relationship as for
silicate (68):
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where Λf
rmn is a constant specific dissolution rate and

f R(6)
T is the temperature dependence. Both numbers are

currently unknown, and therefore they need to be
adjusted numerically for balancing the iron cycle in
the ocean. The further inclusion of iron as an explicit
component of zooplankton and bacteria may link this
process to the direct excretion of organisms and
bacterial regeneration activity, once the important
pathways and time-scales have been properly assessed
by laboratory and in situ experiments.

Dissolved inorganic iron species are scavenged onto
particle surfaces owing to hydroxide precipitation. Since
the concentration of iron ligands is about 0.6 nM in the
deep ocean, Johnson et al. (1997) suggested that iron
scavenging can be parameterized with a constant rate
when the [Fe′] is above this threshold. Ligands
dynamics have been further investigated by Archer
and Johnson (2000), Parekh et al. (2004), Lefevre and
Watson (1999), but the simplest approach proposed by
Johnson et al. (1997) and Aumont et al. (2003) has been
used here:
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with a given time constant Kscv
f ¼ 1

40 years
−1 and with

the further assumption that scavenging results into
definitive adsorption onto sinking particles and seques-
tration in the deeper layers.

5.4.3. Dissolved and particulate organic matter
The equations for dissolved organic matter (DOM,

Rj
(1)) is linked to 3 biogeochemical basic constituents C,

N and P and is thus described by 3 equations:
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which show that DOM is produced by phytoplankton,
bacteria and microzooplankton and used as organic
substrate by bacteria. The different degrees of lability of
DOM are reflected in the nutrient content of R(i)

(1), which
regulates bacterial uptake as shown in Eq. (50).
Refractory organic matter is not considered in this
model, because it is considered to be a background value
which is constantly maintained at the global scale
(Ogawa and Tanoue, 2003).

Particulate detritus is instead described by 5
equations, one for each biogeochemical basic constitu-
ent C, N, P, Si and Fe as:
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The carbon, nitrogen and phosphorus component of
particulate detritus in Eqs. (73) and (74) respectively)
are produced by all the members of the planktonic
community except bacteria, which are the only utilizers
of this component according to Eq. (50). The pelagic
cycle of biogenic silica is instead restricted to the release
of diatom frustules through mortality and other lysis
processes as in Eq. (27) and via micro/mesozooplankton
predation (including sloppy feeding) with the addition
of the chemical dissolution shown in Eq. (68).

Particulate iron dynamics are the consequence of
processes described in Eqs. (34), (69) and (70).
Particulate organic Fe is also derived from zooplankton
egestion and mortality. It is assumed that zooplankton is
never iron-limited and the iron fraction of the ingested
phytoplankton is directly egested as particulate detritus.

5.5. Active sinking of biological state variables

The sinking of biogenic material is a fundamental
process for the simulation of carbon sequestration in the
interior of the ocean. However, the estimation of the
sinking velocity wB in Eq. (4) is still parameterized in a
very simplified way in the model. Only organic detritus
Ri
(6) and diatoms are allowed to sink, the former with a

constant velocity that does not take into account any
aggregation mechanism, and the latter is parameterized
with the original ERSEM formulation (Varela et al.,
1995). Diatoms reach their maximum velocity ωsink as a
function of the total nutrient stress f P(1)

nut =min (fP(1)
n,p, f P(1)

f ,
f P(1)
s ) as follows:

wPð1Þ ¼ xsinkmaxð0; lsink−f nutPð1Þ Þ ð77Þ

where lsink is the nutrient regulating factor value below
which the mechanism is effective.

6. Discussion and final remarks

The representation of the biogeochemical processes of
pelagic ecosystem presented here emphasizes the flows of
the major biogeochemical elements from the (in)organic
pelagic pools through the food web as a function of
organisms' demand and trophic relationships. The basic
concepts of modelling pelagic ecosystem functions or
processes through the exchange of multiple biogeochem-
ical elements incidentally originated from Redfield's
consideration that different organisms interact differently
with their environment, and modify the external condi-
tions likewise. This concept is now being re-formalized in
a new branch of science called “ecological stoichiometry”
(Sterner and Elser, 2002) and ERSEM incorporated from
the beginning a large portion of the fundamentals of this
discipline. A recent paper by Elser and Hessen (2005)
illustrates well this representation by defining the concept
of “biosimplicity” via stoichiometry. Complexity in
marine food webs is described in terms of organism
functionalities and not by species and population
dynamics. Stemming from the original ERSEM ap-
proach, in this paper we wrote the practical implemen-
tation of these concepts in partial differential equations
which represent the rates of change of the major Chemical
Functional Families in the pelagic ecosystem.

The degree of approximation of this approach with
respect to the real system is large and there will always
be a strong debate on the number and kind of
components that can provide a sufficient degree of
connectivity with the observed functioning of marine
ecosystems. We have proposed here a formal method to
revisit and extend ERSEM – one of the most complex
existing ecosystem models – by defining the biogeo-
chemical components as Chemical Functional Families
and Living Functional Groups. CFFs and LFGs are
theoretical constructs which allow us to relate measur-
able properties of marine biogeochemistry to the state
variables used in deterministic models. This approach is
sufficiently generic that may be used to describe other
existing biomass-based ecosystem model.

In a companion paper (Vichi et al., 2006-this issue)
we present an application of this approach to the
simulation of the major global biogeochemical process-
es. A global implementation implies the choice of given
values for the many parameters discussed in this paper,
which have to be valid in all the regions of the global
ocean. We see the inclusion of physiological regulation
factors and stoichiometrical considerations in the model
equation as a way to simulate the adaptation mechan-
isms of plankton components. However, this approach
increases the number of parameters, and it is therefore
important that a clear definition and formalism is
established to promote the exchange of information
between modelers and experimentalists.

In an even wider perspective, it might also be
possible to build a unified theory that link together
different type of ecosystem models, as recently
proposed by Fennel and Osborn (2005) for individuals,
population and biomass-based models.

Currently, the various parameters are derived from
theoretical allometric considerations on the average

http://dx.doi.org/10.1016/j.jmarsys.2006.03.014
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dimension of the population or from laboratory
experiments on selected single species. The high
variability of natural assemblages and the difficulty of
measuring the important rates of change makes the
derivation of a unique set of parameters hard,
especially when moving from unicellular organisms
to metazoans. This is a possible limitation of this
approach for the future challenge of extending the food
web in order to include a detailed description of
zooplankton dynamics (deYoung et al., 2004). All the
CFFs are treated as bulk biomass quantities, which is
an approximation that generally holds for dissolved
substances and unicellular organisms in the limits of
the continuum analysis. Intermediate and higher trophic
levels, from small metazoans to fish, have distinct age
classes and cease to behave as “functional clouds”,
generally showing individual differences which results
in selective feeding behaviors and a wide range of
ecological strategies.

Biomass-based models, by construction, neglect the
diversity of zooplankton populations. It is therefore
needed to implement nesting approaches of pelagic
biogeochemistry models like the one presented here with
other models that are capable of simulating the
functional complexity of zooplankton and fish (deYoung
et al., 2004). Higher trophic levels can be key indicators
of climate changes, nevertheless they are not considered
in global ocean applications of pelagic biogeochemistry
models. We suggest that the concepts of ecological
stoichiometry can be the linkage between the different
trophic levels of the global ocean ecosystem. A clear
definition of the mathematical formalism used to
describe the pelagic biogeochemical processes imple-
mented in ecosystem models is thus seen as a necessary
step for making this linkage effective.
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Appendix A

Tables with the parameter units and description and
the values used in the companion paper (Vichi et al.,
2006-this issue) are available as on-line supplemental
material at http://www.bo.ingv.it/∼vichi/PELAGOS/
tables_vichi_et_al_2006.pdf.
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