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Validation of oil spill forecasting systems suffers from a lack of data due to the scarcity of oil slick in situ
and satellite observations. Drifters (surface drifting buoys) are often considered as proxy for oil spill to
overcome this problem. However, they can have different designs and consequently behave in a different
way at sea, making it not straightforward to use them for oil spill model validation purposes and to
account for surface currents, waves and wind when modelling them. Stemming from the need to validate
the MEDESS4MS (Mediterranean Decision Support System for Marine Safety) multi-model oil spill
prediction system, which allows access to several ocean, wave and meteorological operational model
forecasts, an exercise at sea was carried out to collect a consistent dataset of oil slick satellite observa-
tions, in situ data and trajectories of different type of drifters. The exercise, called MEDESS4MS Serious
Game 1 (SG1), took place in the Elba Island region (Western Mediterranean Sea) during May 2014.
Satellite images covering the MEDESS4MS SG1 exercise area were acquired every day and, in the case an
oil spill was observed from satellite, vessels of the Italian Coast Guard (ITCG) were sent in situ to confirm
the presence of the pollution. During the exercise one oil slick was found in situ and drifters, with
different water-following characteristics, were effectively deployed into the oil slick and then monitored
in the following days. Although it was not possible to compare the oil slick and drifter trajectories due to
a lack of satellite observations of the same oil slick in the following days, the oil slick observations in situ
and drifters trajectories were used to evaluate the quality of MEDESS4MS multi-model currents, waves
and winds by using the MEDSLIK-II oil spill model. The response of the drifters to surface ocean currents,
different Stokes drift parameterizations and wind drag has been examined. We found that the surface
ocean currents mainly drive the transport of completely submerged drifters. The accuracy of the simu-
lations increases with higher resolution currents and with addition of the Stokes drift, which is better
estimated when provided by wave models. The wind drag improves the modelling of drifter trajectories
only in the case of partially emerged drifters, otherwise it leads to an incorrect reproduction of the
drifters' direction, which is particularly evident in high speed wind conditions.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Verification of oil spill forecasting capabilities is both a crucial
issue and a difficult task to perform. The main reason for this is the
lack of time series of oil slick observations, due to the long revisit
Centre, Liverpool, UK.
icis).
time for satellites and the scarcity of in situ data collected. The
main datasets of remote sensing oil slick observations for oil spill
validation were collected during the recent major accidental oil
spills (Prestige Spain, 2002; Lebanon accident, 2006; Deepwater
Horizon, Gulf of Mexico 2011) and were used for the evaluation of
oil spill models forecasting accuracy (Carracedo et al., 2006;
Coppini et al., 2011; Mariano et al., 2011; Liu et al., 2011). Ad hoc
oceanographic surveys can be also organized to collect in situ
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observations of slicks for oil spill forecasting validation (Pisano,
2016) by combining real-time satellite observations with visual
and instrumental inspection of the slicks. However, when real oil
slick data are lacking, drifters might help for oil spill model vali-
dation. Drifters are oceanographic instruments used to study the
surface circulation and oceanographic dynamics, they are designed
to be transported by ocean currents and these peculiarities make
them useful tools for the validation of models of Lagrangian par-
ticle dispersion (Reed et al., 1994; Al-Rabeh et al., 2000; Price et al.,
2006; Caballero et al., 2008; Brostrom et al., 2008; Sotillo et al.,
2008; Abascal et al., 2009; Zodiatis et al., 2010; Cucco et al., 2012;
Sayol et al., 2014). Nowadays, several different kinds of drifters
exist with different shapes, sizes and immersion depths. When
using drifters for oil spill model validation it is necessary to know
which are the processes that affects the dynamics of different type
of drifters. Indeed, each type of drifter behaves in a different way
at sea and this should be carefully considered when using them as
a proxy for oil spill. Furthermore, no study so far has been done to
evaluate which type of drifter really follows an oil slick. The latter
is extremely complicated at sea, because it requires the deploy-
ment of different type of drifters into a real oil slick, the obser-
vation of the oil slick evolution by subsequent satellite images or
by aerial survey, together with the acquisition of the drifters' tra-
jectories. Moreover, oil slick behavior may depend on oil quantity
at sea that can be just a thin film at the surface or widely dispersed
in the water column, making it even more complicated to find the
ideal drifter representing an oil spill.

In the framework of the MEDESS4MS (Mediterranean Decision
Support System for Marine Safety) project, which has been dedi-
cated to the maritime risks prevention and strengthening of
maritime safety related to oil spill pollution in the Mediterranean,
a multi-model oil spill prediction service has been built using
different oil spill numerical models and national ocean and
meteorological forecasting systems, in order to deliver an opera-
tional multi-model oil spill prediction service for the entire Med-
iterranean Sea (Zodiatis et al., 2016). Stemming from the need to
validate and evaluate the accuracy of the oil spill forecasts pro-
vided by the MEDESS4MS multi-model oil spill forecasting system,
an exercise at sea, called MEDESS4MS Serious Game 1 (SG1), took
place in the Elba Island region, Western Mediterranean (Fig. 1),
during May 2014 (17–27 May 2014). Satellite images covering the
MEDESS4MS SG1 exercise area were acquired every day and, in the
case an oil spill was observed from satellite, vessels of the Italian
Fig. 1. MEDESS4MS Serious Game 1 (SG1) exercise area, Elba Island region, Western M
during the exercise period). (For interpretation of the references to color in this figure
Coast Guard (ITCG) were sent in situ to confirm the presence of the
pollution. The ITCG vessels ‘ready to go’ were located at the har-
bormaster in Portoferraio and were equipped with drifters, with
different water-following characteristics, to be deployed into the
oil slicks.

During the 10 days exercise two oil slick alerts were received
from the satellite systems monitoring the area (on 17 May 2014
and on 21 May 2014). One oil slick was found in situ and drifters
were effectively deployed into the oil and then monitored during
the following days. Unfortunately, we did not succeed in the col-
lection of a time series of observations of the same oil slick by
satellite over the same time, which would have been helpful for
the comparison between oil slick and drifter behavior. Using the
drifter data collected, the main objectives of this paper are:
(i) evaluation of the quality of MEDESS4MS multi-model currents,
waves and winds; (ii) comprehension of the differences between
different drifter behavior at sea and assessment of the capabilities
to simulate them.

The paper is organized as follows: Section 2 describes the data
collected for oil spill forecasting validation (remote sensing data,
in situ data and drifters); Section 3 presents the modelling
methodology used and the description of the experiments per-
formed; Section 4 reports the validation results, and Section 5
summarizes our conclusions.
2. Data

2.1. Data from satellite

The MEDESS4MS SG1 aimed to detect oil slicks by satellite
using SAR images covering the exercise area available through
CleanSeaNet2 (CSN-2) and COSMOSKYMED (CSK) services for the
entire exercise period. The acquisition of two satellite images
every day from CSN-2 or from CSK were planned. The CSK system
allows a more frequent revisit time of the same area (12 h,
depending on the size of the area). However, the planned images
were not available every day.

During the exercise period, two oil slick alerts were received
from the satellite monitoring systems. The first one was on the
morning of the 17th May 2014 at 05:38 UTC, when an oil spill was
observed by CleanSeaNet2 (CSN-2). Fig. 2a shows the original
satellite image, while Fig. 2b is the output of the CSN-2 automatic
editerranean Sea (red dots are the positions of the oil slicks observed by satellite
caption, the reader is referred to the web version of this paper.)



Fig. 2. Initial position of the oil slick observed by satellite on the 17th of May 2014 at 05:38 UTC, from EMSA Clean Sea Net alert report received by ITCG. Panel a shows the
original satellite image. Panel b is the output of the CSN-2 automatic detection algorithm (the green triangle is the oil slick barycenter). (For interpretation of the references
to color in this figure caption, the reader is referred to the web version of this paper.)

Table 1
List of slicks composing the spill observed on the 17 May 2014 at 05:38 UTC by the
CSN-2 system.

Slick ref. Latitude Longitude Area (km2)

A 42°57.93
0
N 10°00.42

0
E 0.97

B 42°57.40
0
N 09°58.98

0
E 0.03

C 42°57.63
0
N 09°59.53

0
E 0.16

D 42°57.36
0
N 10°01.00

0
E 0.24

E 42°58.70
0
N 10°01.27

0
E 0.09

F 42°57.17
0
N 09°58.68

0
E 0.16

G 42°58.55
0
N 10°00.93

0
E 0.13

Table 2
Oil sampling positions and time on the 17 May 2014.

SAMPLE ID Time (UTC) Latitude Longitude

M1 7:08 42°58.01
0
N 9°59.26

0
E

M2 7:35 42°58.82
0
N 9°59.34

0
E

M3 8:27 42°57.90
0
N 9°58.33

0
E

M4 8:49 42°58.21
0
N 9°59.37

0
E

Table 3
Positions and time of drifter deployments into the oil slick on 17 May 2014.

Drifter type Time (UTC) Latitude Longitude

iSPHERE 11:38 42°58.23
0
N 9°59.03

0
E

iSPHERE 11:39 42°58.18
0
N 9°59.03

0
E

MAR-GE/T 11:39 42°58.14
0
N 9°59.01

0
E

CODE 12:08 42°58.29
0
N 9°58.83

0
E

iSLDMB 12:00 42°58.17
0
N 9°58.86

0
E

CODE 12:04 42°58.16
0
N 9°58.79

0
E
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detection algorithm (dark area in the northern part of the domain
of Fig. 2a represents a low wind area or ocean features, not an oil
slick). The oil spill was reported as being composed of 7 oil slick
patches, the center positions of those are reported in Table 1. The
ITCG vessel was sent to confirm the oil spill in situ, which was
found at 07:08 UTC by visual detection (i.e. iridescence). The oil
was sampled in 4 different positions reported in Table 2.

The second slick alert was received on the morning of the 21st
of May 2014 at 05:07 UTC, when two oil slicks were detected by
the CSK satellite system, west of Elba Island (see Fig. 1). The ITCG
vessel went immediately to search in situ. However, by visual
inspection of the area, it was not possible to identify any oil slick.
In addition, an ITCG plane ATR 42 equipped with a side-looking
airbone radar (SLAR) surveyed the area, and it confirmed that it
was not possible to detect any oil slick.

2.2. Drifters

Drifters were released into the observed oil slick on the 17th
May 2014. In particular, in order to be able to distinguish between
the uppermost meter of the water column and the purely super-
ficial flow, some drifters with different water-following char-
acteristics (CODE, iSLDMB, iSPHERE, MAR-GE/T) were released
inside the oil slick.

CODE surface drifters (Davis, 1985) are made of a 1 m long
vertical tube with four wings extending radially from the tube
over its entire length. When in water they are completely sub-
merged, except for a small antenna on the top of the tube and four
small floats attached on the upper extremities of the wings. The
design of iSLDMB (Iridium Self-locating Marker Buoy) drifters is
based on the CODE/Davis style oceanographic surface drifters, but
they are made of a 60 cm vertical tube. The CODE drifter is
designed to minimize the effect of the wind on the emerged part
of the instrument (Poulain, 1999). iSPHERE (Iridium SPHERE) sur-
face drifters are 39.5 cm diameter spheres (Price et al., 2006),
where in water the iSPHERE drifter is half submerged. MAR-GE/T
drifters have a cylindrical shape, with a diameter of 13.4 cm and
height of 28 cm, when in water the drifter is submerged for 1/3 of
its height.

The deployment of the different types of drifters was aimed at
revealing the proportions in which the drifters follow the wind,
currents and waves. The deployment time and positions are listed in
Table 3. The 2 iSPHERE drifters and the 2 CODE drifters were
recovered after 1 day at sea, while the iSLDMB and MAR-GE/T were
recovered after 7 days at sea. From Fig. 3a it is possible to observe
that CODE and iSLDMB followed a similar trajectory, while they
moved in a different direction and slower than the iSPHERE and
MAR-GE/T drifters. It is worth noting that 2 CODE drifters were
moving together, the same can be observed for the 2 iSPHERE drif-
ters. This allows us to be more confident in saying that the different
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behavior is due to the different drifter shapes, rather than sub-
mesoscale ocean processes. From Fig. 3b it is evident that, after a few
hours at sea, iSLDMB and MAR-GE/T diverged and described a
completely different trajectory.
3. Method

Lagrangian models are a powerful tool for modelling the mar-
ine transport of pollution or floating objects. A Lagrangian model
tracks a set of tracer particles forward in time from a source. In this
work, particles can represent a floating object or surface oil slick
and they can be passively transported by the upper ocean currents,
waves and winds. In the case of an oil slick or any other pollutant,
the Lagrangian model should also reproduce the transformation
processes that affect the pollutant physical and chemical char-
acteristics. In this study our attempt is to differentiate the effects
of the currents and waves on the transport of a surface oil slick or
floating object and to correctly simulate the effect of the wind on
different kinds of drifters.

The first objective of this work is to evaluate the quality of the
multi-model forcing data (currents, wave, winds) provided by the
MEDESS4MS system that can drive the oil slick or floating object
motion at sea. MEDESS4MS allows access to the forecasts of tem-
perature and sea currents from different ocean models with variable
horizontal spatial resolution and with 1-h temporal resolution, as well
as access to wave conditions and winds in a variety of temporal and
spatial resolution (full description of the MEDESS4MS ocean, wave and
meteorological model is given in Zodiatis et al., 2016). The
MEDESS4MS multi-model oil spill prediction system allows the use of
4 different oil spill models to forecast the trajectory of the oil slick
observed by the satellite system and of the drifters released in the area
of the experiment. However, only one of the MEDESS4MS oil spill
models, MEDSLIK-II (see Section 3.1), has been used in this work to
simulate the drifters' trajectories and the oil slick observed from
satellite. This choice has been done to reduce the degrees of freedom,
as it is necessary to evaluate the quality of the different ocean, wave
and wind forcings. All the MEDESS4MS models that can provide sea,
wave and wind state for the SG1 region have been used. A full
description of the combination of models used is given in Section 3.2.
Fig. 3. Observed trajectories of the drifters deployed on the 17 May 2014: 2 iSPHERE (red
a shows the trajectories after 1 day at sea. Panel b shows the trajectories after 7 days at
after 1 day). (For interpretation of the references to color in this figure caption, the rea
The second objective of this study is to understand the mag-
nitude of the wave-induced transport. The tracer transport is
mainly generated by the upper ocean currents and when dealing
with models we must take care to understand what are the upper
ocean currents provided by the hydrodynamic models and which
processes are represented or not by the model data. When talking
about advection by upper ocean currents we must specify that this
includes parts which are due to the mean drift due to surface
waves (Stokes, 1847) and mean currents forced by the waves. The
Stokes drift is not represented by a hydrodynamic Eulerian model,
while the mean currents forced by the waves can be represented
by an hydrodynamic model only when it is coupled with a wave
model. In the present work the hydrodynamic models used
(available from the MEDESS4MS system) do not include the
interaction between wave momentum and current momentum.
Although the interaction between the Ekman current and Stokes
drift can be even more important than the Stokes drift itself
(Smith, 2006; McWilliams et al., 2004; Mellor, 2003, 2008; Ard-
huin et al., 2008), the exact representation of the wave effect on
the mean current field is still being debated and this term is still
not included in state-of-the-art hydrodynamic models. Thus, in
this work, we cannot examine the effect of wave-induced currents
on tracer transport, but we explore and compare different
approaches to compute the Stokes drift, focusing on the benefit of
having a dedicated forecasting wave system that can provide wave
statistics to be fed into the oil spill/trajectory model.

The third objective is to shed light on how to correctly use the
wind velocity in the simulation of tracers or drifters transport. In
the past, the drift velocity of a surface oil slick or surface drifter
was considered to be the sum of a fraction of the wind velocity
(wind drift or wind correction) and an estimate of the current
fields from OGCM. The wind correction has been interpreted in
different ways in the past thirty years. Initially, it was necessary in
order to reproduce the surface Ekman currents, i.e., the local wind
effects that were not properly resolved by low-resolution, clima-
tological models. A practical ‘rule of thumb’ was to add to the
ocean currents a wind drift assumed to be 3% of the wind velocity
and with a deviation angle between 0° and 25° (Al-Rabeh, 1994;
Reed et al., 1994). Nowadays, a correct representation of the
Ekman currents is provided by OGCMs and that kind of wind
correction is now obsolete. In more recent works, a 1% of the wind
lines) 2 CODE (blue lines), iSLDMB (orange line) and MAR-GE/T (yellow line). Panel
sea (only iSLDMB and MAR-GE/T, since iSPHEREs and CODEs have been recovered
der is referred to the web version of this paper.)
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velocity has been added to the ocean currents in the same direc-
tion of the wind (0° deviation angle) to roughly represent the
effect of waves, as done by Coppini et al. (2011) and Liubartseva
et al. (2015). Indeed, as demonstrated by De Dominicis et al.
(2013a) that approach is almost equivalent to the calculation of the
Stokes drift using the empirical JONSWAP wave spectrum para-
meterization. Thus, if the upper ocean currents are correctly
reproduced by an hydrodynamic model and a wave forecasting
system is available, there is no need to add a wind correction to
the ocean surface currents. Although these are both a fraction of
the wind velocity, the above described wind corrections must not
be confused with the direct drag of the wind on a floating objects
that can be modelled by assessing the leeway (Breivik et al., 2011).
In this work, by using drifters with different immersion depth we
want to show how the wind drag effect (leeway) has a substantial
importance only in the case of partially emerged floating objects.

3.1. MEDSLIK-II

The oil spill model code MEDSLIK-II (De Dominicis et al., 2013b,
a; Bruciaferri and MEDSLIK-II system team, 2015) is designed to be
used to predict the transport and weathering of an oil spill or to
simulate the movement of a floating object. MEDSLIK-II is a
Lagrangian model, which means that the oil slick is represented by
a number N of constituent particles that move by advection and
disperse by Lagrangian turbulent diffusion. The advection is taken
to be the sum of different components:

dxkðtÞ ¼ UCðxk; yk; tÞþUSðxk; yk; tÞþUW ðxk; yk; tÞ
�
þUDðxk; yk; tÞ

�
dtþdx0

kðtÞ ð1Þ

where UC is the wind, buoyancy and pressure driven large scale
current velocity field, UW is the wind-driven sea surface currents
velocity correction term, US is the wave-induced current term
(Stokes drift velocity), UD is the wind drag velocity due to emer-
gent part of the objects at the surface and dx0

kðtÞ is the displace-
ment due to the turbulent diffusion.

The term UC represents the surface currents that can be pro-
vided by an oceanographic model. However, in numerical circu-
lation models the surface velocity represents the mean velocity in
the surface layer that can vary from few centimeters to few meters
depending on the vertical model discretization. Thus, surface
currents from an oceanographic model do not actually represent
the currents at 0 m, but are just the currents at the first level of
the model.

Several approaches exist to account for the term US; the Stokes
drift can be approximated using only wind speed and direction,
and it can be written as:

US ¼DS cos ϑ
VS ¼DS sin ϑ ð2Þ

where ðWx;WyÞ are the wind velocity components at 10 m, ϑ¼
arctg Wy

Wx

� �
is the wind direction and DS is the Stokes drift velocity

intensity in the direction of the wave propagation, at the surface
and for deep-water waves, is defined as:

DSðz¼ 0Þ ¼ 2
Z 1

0
ωkðωÞSðωÞ dω ð3Þ

where ω is the angular frequency, k is the wave-number, and SðωÞ
is the wave spectrum. The wave spectrum, SðωÞ, can be calculated
using empirical parameterizations. MEDSLIK-II allows us to use
Joint North Sea Wave Project (JONSWAP) spectrum para-
meterization (Hasselmann et al., 1973) that describes the wave
spectrum as a function of wind speed and fetch. Using this para-
metrization a separate wave model is not needed, however, we
assume that wind and waves are aligned and the waves are
generated only by the local wind, something that is not always the
reality (swell waves are not considered). This approach has been
used in the past (De Dominicis et al., 2013a, 2014) showing that
the addition of this term is almost equivalent to addition of 1% of
the wind velocity and leads to an improvement of the modelled
trajectories. If wave model data are available, the Stokes drift can
be calculated from wave statistics that can be provided by any
wave model: the significant wave height, HS, wave mean period, T ,
and wave mean direction, ϕ. This is a new MEDSLIK-II feature,
recently added during the MEDESS4MS project (Bruciaferri and
MEDSLIK-II system team, 2015). The Stokes drift velocity intensity
can be then calculated by rewriting Eq. (3) as:

DSðz¼ 0Þ ¼ 1
8ωkH2

s ð4Þ
where the significant wave height, Hs, is approximated as four
times the square root of the zeroth-order moment of the wave
spectrum, the wave mean angular frequency is ω ¼ 2π

T
and the

mean wave-number is k ¼ ω2

T
(for deep-water). Thus, the Stokes

drift velocity components are:

US ¼DS cos ϕ

VS ¼DS sin ϕ ð5Þ
where ϕ is the wave mean direction provided by wave models.
The Stokes drift calculated using bulk (statistically averaged) wave
parameters, as in Eq. (4), can result in an underestimation of the
Stokes drift induced-current (Tamura et al., 2012). Alternatively,
third-generation wave models can directly give the surface Stokes
drift velocity, i.e. integration of the full wave spectrum done
internally by the wave model. Unfortunately, the latter was not
implemented by the wave models available in the MEDESS4MS
system.

The local wind correction term UW is written as:

UW ¼ αðWx cos βþWy sin βÞ
VW ¼ αð�Wx sin βþWy cos βÞ ð6Þ
where Wx and Wy are the wind zonal and meridional components
at 10 m respectively and α is the percentage of the wind to be
considered in the oil slick transport and β is the angle of deviation
with respect to the currents direction. When UC is provided by
oceanographic models that resolve the upper ocean layer
dynamics (with fine vertical resolution and using turbulence clo-
sure sub-models), the term UC contains a satisfactory repre-
sentation of surface ageostrophic currents and the UW term may
be neglected (in this work UW has been always set equal to 0).

The wind drag velocity, UD, is associated with the leeway
(windage) of a floating object, defined as the drift associated with
the wind force on the overwater structure of the object. As defined
by Breivik et al. (2011) and Röhrs et al. (2012) the leeway-drift
velocities can be parameterized as follows:

UD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρa

ρw

Aa

Aw

Cda
Cdw

s
W¼ γW ð7Þ

whereW is the wind velocity at 10 m, ρ, A, Cd are the fluid density,
projected areas of the object and drag coefficient, respectively, and
subscripts a and w denote the air and seawater environments,
respectively. The leeway factor γ cannot be calculated directly
because the drag coefficients Cda and Cdw are dependent on Rey-
nolds numbers and are not straightforward to use at the air–sea
interface with wave disturbances (Röhrs et al., 2012). However, if
we assume Cda ¼ Cdw ¼ 1 (Richardson, 1997) and the density of air
and water are considered to be ρa ¼ 1:29 kg m�3 and
ρw ¼ 1025 kg m�3, respectively, in the particular case of the over-
water structure and the submerged part of the object being the
same, the parameter γ is equal to 0.035. However, as reported by
Breivik et al. (2011) the choice of both drag coefficients to be equal



Table 4
Ocean, wave and wind data used in the MEDSLIK-II oil spill
simulations.

SIM. Ocean

1 PREVIMER MENOR North Western Mediterranean 1.2 km
2 PREVIMER MENOR North Western Mediterranean 1.2 km
3 WMED Western Mediterranean 3.5 km
4 MFS Mediterranean 6.5 km
5 POSEIDON Mediterranean 10 km

SIM. Wave
1 CYCOFOS WAM4 Mediterranean 5 km
2 PREVIMER MENOR WW3 Western Mediterranean 10 km
3 MFS WW3 Mediterranean 6.5 km
4 MFS WW3 Mediterranean 6.5 km
5 POSEIDON WAM Cycle 4 Mediterranean 10 km

SIM. Wind
1 SKIRON Mediterranean 5 km
2 ARPEGE Mediterranean 10 km
3 ECMWF Mediterranean 25 km
4 ECMWF Mediterranean 25 km
5 POSEIDON Mediterranean 5 km
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to 1 might not take into account the heave, pitch and roll of open
ocean conditions which induce additional viscous damping and
drag coefficients are not straightforward to evaluate at the air–sea
interface with wave disturbances (Röhrs et al., 2012). Field
experiments using SPHERE drifters, performed by Röhrs et al.
(2012), suggest to use γ in the range 0.003–0.01.

The last term of Eq. (1) is due to turbulent diffusion and it is
parameterized with a random walk scheme as

dx0
kðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2K dt

p
Z
! ð8Þ

where K is the turbulent diffusion diagonal tensor and Z
!

is a
vector of independent random numbers used to model the
Brownian random walk processes chosen for the parametrization
of turbulent diffusion. The turbulent diffusion is considered to be
horizontally isotropic and the three diagonal components of K are
indicated by Kh;Kh;Kv. In the simulation experiments of a real oil
slick, Kh has been set to 2 m2 s�1, in the range 1–100 m2 s�1

indicated by ASCE (1996) and De Dominicis et al. (2012), while Kv

has been set to 0.01 m2 s�1 in the mixed layer (assumed to be
30 m deep) and below it to 0.0001 m2 s�1. When simulating
drifter trajectories, Kh has been set to 2 m2 s�1, assuming that in
the region there is not any feature that can break the isotropy or
change dramatically the horizontal diffusivity. The drifter trajec-
tory is assumed to be the barycenter of the particle cloud, while
the vertical diffusivity coefficients are set to zero, as the vertical
movement of the drifter is not allowed.

When simulating a real oil slick, MEDSLIK-II allows the pro-
cesses of spreading, evaporation, dispersion, emulsification and
coastal adsorption to evolve. When the oil first enters the sea, the
slick spreads on the sea surface because of gravitational forces. As
it is transported, lighter oil components disappear through eva-
poration and heavier ones emulsify with the water or are dis-
persed in the water column. Those processes are modelled by
means of bulk formulas that need the oil volume and density as
input, as well as sea surface temperature and wind velocity that
are provided by the met-ocean models. In the present version of
MEDSLIK-II interactions between oil and waves are not considered.
Thus, waves are not considered when modelling the oil dispersion
(vertically and horizontally) and waves are not dissipated due to
the interaction with the oil. MEDSLIK-II is also able to take into
account adsorption of oil by the coast should the slick reach it. The
full description of the transformation processes formulation can be
found in De Dominicis et al. (2013b). Those processes have been
switched off when calculating the drifters' trajectories.

3.2. Oil spill simulations

Starting from the oil slick information acquired by the CSN-2
(see Table 1), met-ocean data available through the MEDESS4MS
system have been used as input to MEDSLIK-II to predict the
position of the oil slick in the next few hours. The initial shapes of
the slick are 7 polygons built around the center coordinates of each
oil slick (see Table 1). The volumes of each oil slick have been
evaluated starting from the areas provided by the CNS-2 system
(see Table 1) and assuming for each oil patch an average thickness
of 35 microns and oil density of 840 kg/m3. These parameters were
chosen, because the oil slick was not observed by satellite the day
after, and thus it is realistic to assume that the oil evaporated due
to low density (light oil) or/and that the oil slick thickness was too
thin to be visible from the satellite. The total amount of oil is then
63 m3.

The meteorological, ocean and wave models available for the
SG1 exercise area are listed in Table 4, with their spatial coverage
and resolution. All the ocean models provided hourly currents
fields. Full description of these models is given in Zodiatis et al.
(2016). Among this large dataset of models, we decided to force
MEDSLIK-II using all the ocean/wave models available in the area
and the following two criteria: (1) oil spill simulations are per-
formed using the highest resolution ocean, wave and wind models
available (SIM1 in Table 4); (2) oil spill simulations are performed
using ocean and wave models that have been forced by the same
wind data and thus, representing coherent systems of modelling
products (SIM2–5 in Table 4). In this first set of simulations cur-
rents and waves have been used to advect the oil slick. The Stokes
drift has been calculated from wave statistics provided by the
wave model, following Eq. (4). The wind has been used only for
the calculation of the weathering processes.

3.3. Sensitivity to ocean, waves and wind in drifters simulations

Drifters deployed into the oil slick on the 17 May 2014 (see
Section 2.2) have been used to examine how they respond to
ocean currents, waves and wind. Four set of simulations have been
designed in order to quantitatively evaluate (1) the quality of the
currents used, (2) the magnitude of the wave-induced transport,
(3) the sensitivity to different Stokes drift parameterizations and
(4) the wind drag effect in modelling trajectories of drifters with
different immersion depths. Starting from the drifters' deployment
positions (Table 3), their trajectories have been predicted for 24 h
in the case of CODE and iSPHERE drifters (since the drifters stayed
at sea just for 1 day), and for 48 h in the case of iSLDMB and MAR/
GE-T. This allows us to compare the behavior of completely
immersed drifters (CODE, iSLDMB) and partially immersed drifters
(iSPHERE, MAR/GE- T).

The first set of simulations, listed in Table 5, focuses on the
evaluation of the surface ocean currents that can be provided by
ocean models with different horizontal resolution. In this set of
simulations wave and wind advection are not considered.

The second set of simulations, listed in Table 6, focuses on the
evaluation of the magnitude of the wave-induced transport. The
Stokes drift has been calculated from the significant wave height,
wave mean period, and wave mean direction (see Eq. (4)), pro-
vided by wave forecasting systems with different spatial resolu-
tion. In order to isolate the effect of the Stokes drift from the ocean
currents advection, all the simulations have been forced with the
same current field (the highest resolution currents available).

The possibility to calculate the Stokes drift from wave model
data has been recently introduced in MEDSLIK-II and it is



Table 5
List of simulations forced by dif-
ferent surface currents.

SIM. UC

1C PREVIMER NW 1.2 km
2C WMED 3.5 km
3C MFS 6.5 km
4C POSEIDON MED 10 km

Table 6
List of simulations forced by surface currents and Stokes drift from wave model
output.

SIM. UC US

1S PREVIMER NW 1.2 km CYCOFOS MED 5 km
2S PREVIMER NW 1.2 km MFS-WW3 6.5 km
3S PREVIMER NW 1.2 km PREVIMER MED 10 km
4S PREVIMER NW 1.2 km POSEIDON MED 10 km

Table 7
List of simulations forced by surface currents and Stokes drift using JONSWAP
formulation based on wind model output.

SIM. UC UJ

1J PREVIMER NW 1.2 km SKIRON MED 5 km
2J PREVIMER NW 1.2 km POSEIDON MED 5 km
3J PREVIMER NW 1.2 km ARPEGE MED 10 km
4J PREVIMER NW 1.2 km ECMWF 25 km

Table 8
List of simulations forced by surface currents, Stokes drift from wave model output
and wind drag velocity: D is for 1% leeway factor and D3 is for 3% leeway factor.

SIM. UC US UD

1D/1D3 PREVIMER NW 1.2 km CYCOFOS MED 5 km SKIRON MED 5 km
2D/2D3 PREVIMER NW 1.2 km MFS-WW3 6.5 km SKIRON MED 5 km
3D/3D3 PREVIMER NW 1.2 km PREVIMER MED 10 km SKIRON MED 5 km
4D/4D3 PREVIMER NW 1.2 km POSEIDON MED 10 km SKIRON MED 5 km

M. De Dominicis et al. / Deep-Sea Research II 133 (2016) 21–38 27
worthwhile to compare it with the previous method used, the
Stokes drift from JONSWAP wave spectrum parameterization (De
Dominicis et al., 2013a, 2014) that strongly depends on the wind
velocity, as shown in Eq. (3). In all the experiments, the highest
resolution currents available have been used, while the wind for-
cing has been taken from models with different spatial resolution,
see Table 7.

The last set of simulations has been performed in order to test
how the drifters with different overwater structure respond to the
wind. In this case in order to evaluate the effect of the wind and to
be able to compare the results with the simulations performed
using the Stokes drift from wave model data, the same ocean and
wave forcing have been used, with the addition of the wind drag
velocity calculated from the highest resolution wind model avail-
able, see Table 8. The wind drag velocity, UD, has been calculated
using the same leeway parameter γ for all kinds of drifters: we
tested γ¼0.01 which is the upper limit of the range suggested by
Röhrs et al. (2012) and γ¼0.03 to test the practical ‘rule of thumb’
widely used in previous studies (see Section 3).

Two metrics have been used to quantitatively evaluate the
accuracy of the drifter trajectory simulations. The first metric is the
absolute separation distance dið x!sðtiÞ; x!oðtiÞÞ between the
observed and the simulated trajectories, where di is the distance at
the time ti between the simulated drifter position, x!s, and the
observed positions, x!o. The second metric is the Liu and Weisberg
(2011) skill score. It is defined as an average of the separation
distances weighted by the lengths of the observed trajectories:

sðtiÞ ¼ 1�1
n

Pti
t ¼ t0 dið x

!
sðtÞ; x!oðtÞÞPti

t ¼ t0 loið x
!

oðt0Þ; x!oðtÞÞ
ð9Þ

where loi is the length of the observed trajectory at the corre-
sponding time, ti, after the deployment time t0. Such a weighted
average tends to reduce the evaluation errors that may arise using
only the absolute separation distance and n is a tolerance
threshold. In this work, as suggested by Liu and Weisberg (2011),
we used n¼1, this corresponds to a criterion that cumulative
separation distance should not be larger than the associated
cumulative length of the drifter trajectory. The higher the s value,
the better the performance, with s¼1 implying a perfect fit
between observation and simulation and sr0 indicating that the
model simulations have no skill.
4. Results

4.1. Multi-model simulation of oil slick from satellite

All the ocean/wave models available from the MEDESS4MS
system in the area have been used as input to MEDSLIK-II in order
to provide the prediction of the transport of the oil slick observed
by the CSN-2 system. The predictions after 3 h and 6 h have been
compared against the oil samples positions (see Table 2) and the
drifter deployment positions (see Table 3), respectively. Fig. 4
shows the MEDSLIK-II predictions forced with the highest reso-
lution forcing fields available in the area of the exercise (SIM1 in
Table 4), while Figs. 5 and 6 show MEDSLIK-II simulations per-
formed using ocean and wave models that have been forced by the
same wind data (SIM2–5 in Table 4). Only currents and waves have
been used to advect the oil slick and the Stokes drift has been
calculated from wave statistics provided by the wave model. Wind
is used only for calculation of weathering processes.

It is possible to observe that the PREVIMER 1.2 km (SIM1–2)
currents (Fig. 4a and b, and Fig. 5a and b) and WMED 3.5 km
(SIM3) currents (Fig. 5c and d) are directed north and north-west
in the oil slick area, while the MFS 6.5 km currents (SIM4) are
north and north-east and much smaller with respect to the other
models (Fig. 6a and b). The POSEIDON 10 km currents (SIM5) are
in the opposite direction with respect to the rest of the models
(Fig. 6c and d).

The Stokes drift predicted by CYCOFOS WAM4 (SIM1) is direc-
ted south in the oil slick area (Fig. 4a and b). Instead, all the other
wave models predict the Stokes drift to the north and north-east
direction, but the MFS WW3 Stokes drift is smaller (Fig. 6a and b)
compared to the other models. The wind has not been used to
advect the oil slick, but only for the transformation processes.
Nevertheless, it is interesting to observe that the direction of the
local wind does not always correspond with the direction of the
Stokes drift. Indeed, the waves are not always generated by local
wind conditions and estimating the wave-induced transport just
from the wind (for example with JONSWAP) might lead to a wrong
estimation of the direction of the Stokes drift.

Although the simulation temporal horizon is short, from Fig. 6
it can be observed that the predictions done with the low reso-
lution (10 km) POSEIDON currents and waves (SIM5) do not
overlay the oil samples and drifter deployment positions (Fig. 6c
and d), while the predicted oil slicks by MFS currents and MFS
WW3 waves (6.5 km) (SIM4) overlay the oil slick predicted posi-
tions (Fig. 6a and b), but the latter are not in the higher con-
centration core of the oil slick. The same is observed in Fig. 4a and
b for the simulations performed with the highest resolution



Fig. 4. MEDSLIK-II oil slick simulated position performed with the highest resolution forcings available in the area: surface currents from PREVIMER NW 1.2 km, Stokes drift
from CYCOFOSWAM4 5 km, winds from SKIRON 5 km. The predicted oil slick positions are compared with in situ oil sampling positions (black dots in panel a) collected after
3 h from satellite observations and drifter deployment positions after 6 h from satellite observations (black dots in panel b). Wind is used only for calculation of weathering
processes.

Fig. 5. MEDSLIK-II oil slick simulated position compared with in-situ oil sampling positions (black dots in panels a, c) collected after 3 h from satellite observations and
drifter deployment positions after 6 h from satellite observations (black dots in panels b, d). Panels a, b: simulations have been performed using surface currents from
PREVIMER NW 1.2 km, Stokes drift from PREVIMER MED 10 km, winds from ARPEGE MED 10 km; Panels c, d: simulations have been performed using surface currents from
WMED 3.5 km, Stokes drift from MFS-WW3 6.5 km, winds from ECMWF 25 km. Wind is used only for calculation of weathering processes.
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Fig. 6. MEDSLIK-II oil slick simulated position compared with in situ oil sampling positions (black dots in panels a, c) collected after 3 h from satellite observations and drifter
deployment positions after 6 hs from satellite observations (black dots in panels b, d). Panels a, b: simulations have been performed using surface currents from MFS 6.5 km,
Stokes drift from MFS-WW3 6.5 km, winds from ECWMF 25 km; Panels c, d: simulations have been performed using surface currents from POSEIDON MED 10 km, Stokes
drift from POSEIDON MED 10 km, winds from POSEIDON MED 5 km. Wind is used only for calculation of weathering processes.
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forcings available (SIM1: PREVIMER 1.2 km currents and CYCOFOS
WAM4 5 km Stokes drift). Instead, for the simulations SIM2 and
SIM3 the drifter deployments positions are in the higher con-
centration core of the oil slick (Fig. 5b–d). SIM1 and SIM2 share the
same current forcing (PREVIMER 1.2 km), thus the worse perfor-
mance observed in SIM1 is most probably due to the Stokes drift
provided by CYCOFOS WAM4 model. This is of course valid just for
this specific case, but it shows that higher resolution not always
means higher accuracy.

A more extensive validation of the model performances is done
in the next section through a comparison with drifter trajectories.

4.2. Impact of ocean currents in modelling drifter trajectories

Fig. 7a shows the 2 CODE drifter trajectories overlaid with the
simulated trajectories forced with ocean currents with different
resolution. It is shown that the lowest resolution currents
(POSEIDON MED 10 km - SIM4C) wrongly reproduce the direction
of the currents during the first hours of the simulation, although
the correct direction is then recovered, the simulated drifter
moves slower than the real one. A general underestimation of the
strength of the current is also observed in SIM3C, which is forced
by the MFS 6.5 km currents. The better results are observed with
the highest resolution currents available in SIM1C (PREVIMER NW
1.2 km) and SIM2C (WMED 3.5 km); in both simulations the
direction is correct, and in SIM1C the length of the trajectory is
comparable with the real one. The above qualitative considera-
tions are confirmed by the absolute separation distance and skill
score calculation. Indeed, Fig. 8 shows that separation distance
reaches the highest values for the entire simulation period in the
case of SIM4C, and the skill score is lower than 0 (no skill) for up to
14 h of simulation, when the correct direction of the real drifters is
finally recovered. SIM3C shows a higher separation distance (and
lower skill) than SIM1C and SIM2C, for the entire simulation per-
iod. The performance of SIM1C and SIM2C are comparable,
although the PREVIMER NW 1.2 km (SIM1C) seems to perform
better toward the end of the simulation period, showing a lower
separation distance and higher skill score.

The simulated trajectories of the 2 iSPHERE drifters show the
same behavior of the CODE simulated drifter trajectories (indeed the
release point of the drifters was few meters apart), as shown in
Fig. 7b. As observed before, higher resolution currents (SIM1C and
SIM2C) perform better than low resolution currents (SIM3C and
SIM4C). However, the quantitative comparison with the observations
shows a higher separation distance and lower skill score than in the
case of CODE drifters, see Fig. 8. The separation distance is growing



Fig. 7. MEDSLIK-II simulated trajectories forced by currents from ocean model listed in Table 5: (a) CODE 24 h trajectories; (b) iSPHERE 24 h trajectories; (c) iSLDMB 48 h
trajectories; (d) MAR-GE/T 48 h trajectories. The drifter trajectories are the track of the barycenter of the particle cloud displacement, simulated with random walk
procedure.
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during the entire simulation period, up to 18 km in case of SIM4C and
SIM3C, while in the case of the CODE drifters it reaches a maximum
of 7–8 km.

The same considerations can be used in analyzing the iSLDMB
and MAR-GE/T simulated trajectories (Fig. 7c and d, respectively)
and the corresponding separation distance and skill score (Fig. 9).
The iSLDMB, as expected, shows the same behavior of the CODE
drifters, as both are completely submerged, while the MAR-GE/T
drifter that is partially overwater behaves similar to the iSPHERE
drifters. The skill score reaches 0.7 in the case of the iSLDMB
simulations forced with highest resolution currents (PREVIMER
NW 1.2 km), while in the case of MAR/GE-T the skill is 0.5. As it
was expected in the case of the iSPHERE and MAR-GE/T, the cur-
rents are not sufficient to correctly reproduce the transport of this
type of drifters, that may be influenced by the wind on the over-
water structure, as better explained in Section 4.4.

4.3. Impact of waves in modelling drifter trajectories

Fig. 10 focuses on the effect of waves on the drifter transport. In
order to isolate the effect of waves, all the simulations have been
performed using the same current field: the highest resolution
currents (PREVIMER NW 1.2 km), which were shown to perform
better in the previous set of simulations. All the simulations
indicated by S (and shown as continuous lines in Figs. 10–12) have
been performed by adding to the currents the Stokes drift calcu-
lated from the wave statistics produced by the wave models with
different resolution. Simulations tagged by J (and shown as dashed
lines in Figs. 10–12) have been performed by adding the Stokes
drift calculated by using the JONSWAP spectrum formulation,
depending on the wind provided by models with different reso-
lution. By comparing Fig. 10 with Fig. 7, it is evident that by adding
the Stokes drift the distance travelled by the simulated drifters is
enhanced, this is true for all the drifters, but it is more evident in
the 48 h simulations. As it can be seen in Fig. 10a and b and more
evidently in Fig. 11, for the first 15 h the addition of the waves does
not produce any effect, since the sea was calm and low wind
conditions were experienced. When the wind starts to increase
(after 15 h, see Fig. 13), the effect of the waves become visible on
the simulated drifter paths. From the last few hours of the CODE
and iSPHERE trajectories (see Fig. 11), it seems that the addition of
Stokes drift-JONSWAP perform better than the Stokes drift from
wave model statistics, and this is true for both type of drifters.
However, much more information can be extracted by the 48 h
simulated trajectories.



Fig. 8. Absolute separation distances and skill scores as a function of the prediction time, for simulations listed in Table 5 for CODE and iSPHERE 24 h trajectories.

Fig. 9. Absolute separation distances and skill scores as a function of the prediction time, for simulations listed in Table 5 for iSLDMB and MAR-GE/T 48 h trajectories.
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Fig. 10. MEDSLIK-II simulated trajectories forced by currents with the addition of the Stokes drift provided by wave models or by JONSWAP parameterization, as listed in
Tables 6 and 7: (a) CODE 24 h trajectories; (b) iSPHERE 24 h trajectories; (c) iSLDMB 48 h trajectories; (d) MAR-GE/T 48 h trajectories. The drifter trajectories are the track of
the barycenter of the particle cloud displacement, simulated with random walk procedure.
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Fig. 12 shows that for up to 30 h the simulations with JONSWAP
perform better than the one with the Stokes drift from the wave
models, but it is not possible to find any clear connection with the
resolution of the wind models. Indeed, it seems that higher reso-
lution winds SIM1J and SIM2J (SKIRON MED 5 km and POSEIDON
MED 5 km) show lower separation distance (higher skill score)
than the lower resolution winds SIM3J and SIM4J (ARPEGE 10 km
and ECWMF 25 km). In the case of the Stokes drift from the wave
models, up to 30 h, the performance is not connected with the
model resolution, but for all simulations the separation distance
and skill score are better than with the transport driven just by the
ocean currents (the grey line in Figs. 10–12). The above con-
siderations are valid for both iSLDMB and MAR-GE/T drifters.

In Fig. 12 it is interesting to observe what happens when the
wind continues to increase. After 30 h from the drifters' deploy-
ment high wind speeds are experienced (see Fig. 13) and in the
case of the iSLDMB drifters the separation distance is higher by
using JONSWAP than with Stokes drift from wave model data. The
separation distance decreases with higher resolution wind models
(lower separation distance with SIM1J - SKIRON MED 5 km and
SIM2J POSEIDON MED 5 km), as confirmed also by the skill score.
Apart from SIM3S (PREVIMER MED 10 km), all the wave models
show a comparable performance, as it is shown by the skill score
trend. In the case of MAR-GE/T the separation distance is always
lower by using the JONSWAP spectrum parameterization. By
looking to the skill score, no correlation is found between the wind
resolution and the simulations' accuracy. In the case of the Stokes
drift parameterizations, it seems that SIM3S perform better than
the other wave models.

From the above comparison what is evident is that in high
wind speed conditions, the addition of the Stokes drift calculated
by the JONSWAP parameterization leads to an overestimation of
the displacement of the iSLDMB, thus leading to worse perfor-
mance. The addition of the Stokes drift from wave model statistics
performed better, but is difficult to conclude which is the model
with the highest accuracy. In low wind conditions, the addition of
the Stokes drift calculated by JONSWAP leads to better results,
compensating for the underestimation of the ocean currents.
When this compensation is too high due to high wind speeds, this
simple additive correction does not work. In the case of the MAR-
GE/T the addition of the Stokes drift calculated by JONSWAP
always leads to better results, in this case the overestimation of
the Stokes drift does not compensate only for the underestimation
of the ocean currents, but also might fill the gap of the missing
wind drag process, as it is shown in the next section.



Fig. 11. Absolute separation distances and skill scores as a function of the prediction time, for simulations listed in Tables 6 and 7 for CODE and iSPHERE 24 h trajectories.
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4.4. Impact of wind drag in modelling drifter trajectories

Fig. 14 shows the effect of the wind drag on the different types
of drifters. In order to evaluate the effect of the wind and to be able
to compare the results with the simulations performed using the
Stokes drift from wave model data, the same ocean and wave
forcing have been used, with the addition of the wind drag velo-
city calculated from the highest resolution wind model available.
As discussed in the previous section, the JONSWAP para-
meterization may lead in same cases to better results than the
Stokes drift from wave model output. However, the JONSWAP
parameterization simply relies on the wind velocity by assuming
that wind and waves are aligned and that the waves are generated
only by the local wind, something that is not always the reality
(swell is not considered). Thus, we believe that it is more correct to
use the Stokes drift from wave model output. Since we want to
focus on the effect of wind in modelling different kinds of drifters,
we chose to force all the simulations with the highest resolution
wind model available, although in the simulations using JONSWAP
it was not possible to determine which wind model performs
better.

We tested the addition to the currents and Stokes drift of 1%
(γ¼0.01) and 3% (γ¼0.03) of the wind velocity in the direction of
the wind. As shown in Fig. 14, when the wind drag velocity is
added to the currents and waves, the simulated drifters transport
direction is deviated in the direction of the wind. During the first
15 h of simulation, this effect is not evident due to the low wind
velocity (see Fig. 13). However, as it can be observed in Fig. 15,
during the last hours of the simulation the addition of the wind
drag velocity leads to an increase of the separation distance in the
case of the CODE drifters, which is more evident when using a 3%
leeway factor. On the other hand, the iSPHERE drifters present a
decrease of the separation distance when adding the wind drag
velocity and with 3% leeway factor the separation distance is lower
than with 1%. As described in Section 3.1, in the particular case of
the over-water structure and the submerged part of the object
being the same, as in the case of the iSPHERE drifter, the para-
meter γ can indeed be equal to 0.035.

The wind drag effect can be better evaluated on the 48 h drifter
simulations. As can be observed in Fig. 14d, the addition of the
wind deviates the MAR-GE/T simulated drifters in the direction of
the real drifter path, which is very evident with a 3% leeway factor,
while this deviation is not needed for the iSLDMB drifters. As
shown in Fig. 16, the simulation with 3% leeway factor performs
worse for the iSLDMB after 15 h, i.e. when the wind velocity starts
to increase. On the other hand, up to 30 h the simulations with 1%
leeway factor perform better for both iSLDMB and MAR-GE/T
drifters. However, after 30 h when the wind starts to further
increase (see Fig. 13), in the case of the iSLDMB the addition of the
1% or 3% leeway factor produces a decrease of the skill score (and
increase of the separation distance), while in the case of the MAR-
GE/T the skill score is higher when considering the wind drag
velocity. It should be noted that in this specific case study, the final
change in direction of the MAR-GE/T observed drifters' path (see
Fig. 14d) is not reproduced by any ocean, wave or wind model,
thus leading to a general worsening of the performances toward
the end of the simulation period.

As was observed for the Stokes drift JONSWAP parameteriza-
tion, in the case of low wind conditions the addition of the wind
drag velocity with 1% leeway factor leads to better results with all
types of drifters. This might be due to an enhancement of the
drifters' displacement, that is underestimated by using only the



Fig. 12. Absolute separation distances and skill scores as a function of the prediction time, for simulations listed in Table 5 for iSLDMB and MAR-GE/T 48 h trajectories.

Fig. 13. Wind along the iSLDMB drifter trajectory for 48 h after the deployment (17 May 2014 at 12:00 UTC), from SKIRON wind model (5 km horizontal spatial resolution).
The wind along CODE, SPHERE, MAR-GE/T shows the same pattern (not shown).

M. De Dominicis et al. / Deep-Sea Research II 133 (2016) 21–3834
ocean currents and waves. The effect of the wind-driven sea sur-
face currents and subsurface turbulence might not be adequately
resolved by most oceanographic models in the uppermost cen-
timeter of water column, leading to an underestimation of the
actual wind induced surface current. However, in the case of high
wind speed and/or 3% leeway factor, it is evident that the addition
of the wind drag velocity leads to a deviation of the simulated
drifters in the direction of the wind that does not happen in the
real trajectories of the fully submerged drifters (iSLDMB).
5. Conclusions

During the 10 days of MEDESS4MS Serious Game 1 exercise,
one of the oil slicks that were observed by satellite was effectively
found at sea. Samples of oil were collected and drifters with dif-
ferent water-following characteristics were deployed into the oil
slick. Although we did not succeed in the collection of a time series
of satellite observations of the same oil slick to be compared with
the drifter trajectories, the oil slick in situ observations and drifter



Fig. 14. MEDSLIK-II simulated trajectories forced by currents, Stokes drift from wave models and wind drag velocity, as listed in Table 8: (a) CODE 24 h trajectories;
(b) iSPHERE 24 h trajectories; (c) iSLDMB 48 h trajectories; (d) MAR-GE/T 48 h trajectories. The drifter trajectories are the track of the barycenter of the particle cloud
displacement, simulated with random walk procedure.
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trajectories have been used to evaluate the quality of the ocean,
wave and meteorological models forecasts that are accessible from
the MEDESS4MS system.

MEDSLIK-II predictions of the oil slick evolution, using different
combinations of ocean-wave-meteorological models, have been
compared with the oil observations at sea 3 h and 6 h after the
simulation start. Although the simulation temporal horizon is short,
we found that low resolution ocean data performworse than higher
resolution ocean models. The same was found from the analysis of
the behavior of different types of drifters at sea: all drifters are
better reproduced by using higher resolution ocean models. The
final objective of this comparison was not to determine which
model is the best among the others, but was to show that we should
deal with the uncertainties generated by different model outputs. A
multi-model approach can help us to quantify uncertainties related
to the met-ocean fields. When all the models are in agreement, we
might be more confident in the accuracy of the forecasts, on the
other hand they might also be all affected by the same error. It is
thus difficult to deal with different model outputs without an
objective method of analyzing them. Very few examples are avail-
able on using met-ocean ensembles in Lagrangian trajectory models
(Vandenbulcke et al., 2009; Scott et al., 2012; Wei et al., 2013).
Those studies demonstrated that the ensemble can generate
important uncertainty information, in addition to predicting the
trajectory with higher accuracy than a single ocean model forecast.
In the future, a method to weight available ocean/met/wave/oil spill
forecasts against validation metrics in order to provide an estimate
of the confidence level of each member of the multi-model
ensemble has to be developed. The final aim has to be a tool that
will be able to compile all the collected results from the different
models and produce a synthetic output (such as the probability
density charts) that could be used by the end-users.

Drifters are the most common instruments used for validation
of oil spill and/or trajectory models; this study highlighted that we
must carefully consider which kind of drifters we are using to
validate trajectory simulations, in order to add the correct terms in
the trajectory transport equation. All CODE-type drifters (two
CODEs and one iSLDMB) are completely submerged and have the
same behavior at sea, shown to be mainly driven by surface ocean
currents. While one MAR/GE-T and two iSPHERE, that are partially
emerged, move similarly and we found that the surface ocean
currents are not sufficient to correctly reproduce their transport. It



Fig. 15. Absolute separation distances and skill scores as a function of the prediction time, for simulations listed in Table 8 for CODE and iSPHERE 24 h trajectories.
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is worth pointing out that two CODE drifters were moving toge-
ther, and likewise for the two iSPHERE drifters. This allows us to be
more confident in saying that the different behavior are due to the
different drifter shapes, rather than sub-mesoscale ocean
dynamics. From the analysis of the behavior of different type of
drifters at sea, we found that all drifter trajectories are better
reproduced by using higher resolution ocean models. The Stokes
drift generally enhances the simulated drifter displacements. We
found that the JONSWAP parameterization for Stokes drift calcu-
lation leads to an overestimation of the displacement, particularly
evident with CODE-type drifters and in high wind speed condi-
tions. This overestimation is not evident in the MAR/GE-T and
iSPHERE drifters, since it is probably masked by the missing wind
drag effect acting on the overwater drifter structure. We found
that in the case of low wind conditions the addition of wind drag
velocity with 1% or 3% leeway factor leads to better results with all
types of drifters. We think that it is not due to a real direct wind
drag acting on the drifters, but it is most probably due an incorrect
reproduction of the wind-driven sea surface currents and sub-
surface turbulence at the ocean surface by oceanographic models.
This is due to resolution constraints, since surface currents pro-
vided by an ocean model are actually the currents in the top meter
of the water column and due to missing physics describing the
mixed turbulent layer at the air/sea interface. On the other hand
the addition of a wind drag velocity with 1% or 3% leeway factor in
high wind speed conditions leads to a lower skill in the case of
submerged drifters (CODE or iSLDMB), while MAR/GE-T and
iSPHERE generally are better reproduced with a higher leeway
factor. Indeed, we found that the addition of the wind drag velo-
city leads to a deviation of the simulated drifters in the direction of
the wind that has been found to affect only the partially emerged
drifters, while the wind drag effect does not affect the fully sub-
merged drifters. This is more evident in high wind speed
conditions.

In the future it might be interesting to further explore the
wave-induced transport term. First, the effect of having the Stokes
drift calculated by integration of the full wave spectrum done
internally by the wave model, instead of obtaining it a posteriori
from bulk wave parameters, should be examined. As shown by
Tamura et al. (2012), this might enhance the magnitude of the
Stokes drift. Second, by using fully coupled wave-hydrodynamic
models it will be worth to estimate the effect of wave-induced
currents (Smith, 2006; McWilliams et al., 2004; Mellor, 2003,
2008; Ardhuin et al., 2008) on tracer transport.

In the future, further experiments are still needed to assess
which drifter behaves most similar to an oil slick and under which
ocean currents and wind conditions. However, oil slicks do not
resemble objects with an overwater structure that feel that wind
drag effect and, thus, we may believe that oil slicks would behave
more like submerged drifters. On the other hand, an oil slick at the
air/sea interface is driven by the currents in the top millimeters of
the water column, which are certainly linked with wind and wave-
induced turbulence, which are still poorly understood and further
fundamental research is needed to achieve a full comprehension of
the processes acting at the air/sea interface.



Fig. 16. Absolute separation distances and skill scores as a function of the prediction time, for simulations listed in Table 8 for iSLDMB and MAR-GE/T 48 h trajectories.
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